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Abstract. The Daimler AG provided a concept preview towards the
individualization of interior trim parts at the International Motor Show
in September 2017, which was named unleash the color. At the show, a
tablet computer was used to enable the configuration of a car. The config-
uration output, in turn, could be either directly previewed on the tablet
computer or experienced using a virtual reality application. However, as
the car configuration procedure is usually performed iteratively, a user
experiences frequent context switches of the used software application,
which often leads to an embittered perceived user experience and usabil-
ity. To remedy these drawbacks, one promising approach constitutes the
idea to integrate the configuration procedure into a proper virtual real-
ity application. The work at hand presents Xconcept, which draws upon
various state-of-the-art approaches from the field of human-computer in-
teraction to provide a suitable car configuration procedure based on a
virtual reality setting. Among other important factors, one fundamen-
tal goal of Xconcept constitutes the perceived user experience indepen-
dently of age, gender, or previous virtual reality experiences. To evaluate
whether or not this can be achieved with Xconcept, we conducted a study
with employees of the Daimler AG. Although the results of the study re-
veal that with rising age, the rating of the Xconcept deteriorates, the
overall user experience and usability has been rated positively. Interest-
ingly, gender and previous experiences with virtual reality applications
had no significant effect on the rating of the user experience. Altogether,
Xconcept shows valuable insights to ease the car configuration procedure
based on a proper virtual reality setting.
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1 Introduction

Today’s huge demand for various affordable products can only be satisfied by
mass production, which was made possible by automation and their technologi-
cal advances in the past decades. Especially the mass production of automobiles
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had great impact on the economy and accelerated the growth of multiple new
industries. However, one major downside of today’s automation is that the di-
versity of variants is limited to a given set, i.e., a pre-customizing approach is
applied, which results in a lack of (self-)customization and individualization of a
product, especially a high-tech one, such as a car. The problem intensifies even
further when considering cultural differences between the local markets and the
resulting requirements in terms of customization. One predominant cause among
others are the inflexible standardized processes and methods, which are necessary
in the wake of mass production. However, recent advances in the field of digi-
talization might harbor the answer to the customization problem, which could
satisfy the human need for individualization [1].

In the context of individualization demands, in September 2017, the Smart
division of the Daimler AG introduced a new approach, which was named unleash
the color, towards the individualization (and therefore the mass customization)
of interior trim parts at the International Motor Show (IAA). With unleash the
color, which, in turn, was made possible based on an innovative printing process,
the Smart division offers a peek preview at further ways of individualizing a car
on the example of personalized interior trim parts on the basis of a completely
digitalized process [2]. Moreover, the Smart division demonstrated in what way
an entirely digitalized process may look like for a quick and easy realization of
individual small series or parts. For this purpose, a configuration application was
used on a tablet computer to design selected interior trim parts (e.g., air vents,
instrument covers, or multimedia interface panels) with a motif of the customer’s
choice. After the visitor completed the configuration process, the entire design
could be viewed immediately on a tablet computer and experienced in a virtual
reality application. As soon as the visitor positively appraised the design, it was
optimized and prepared for printing. Then, the design was printed in color with
tactile effects on the surfaces of the real parts of the car. Therefore, a digital
printer was placed in the direct vicinity of the smart exhibition stand in the
Mercedes FabLab. The visitors could then see how the trim parts were printed
and find out more about the innovative printing process and the technology
itself [2].

However, when taking a closer look at the way customers would potentially
like to configure their car of desire, it becomes clear that the process of configu-
ration is usually an iterative one. This is particularly the case when it comes to
a high degree of individualization with a mere endless choice of options as one
might want to test certain design options and their effects. With the innovative
configuration approach used at the IAA, this iterative process still would result
in a continuously occurring context switch (cf. Fig. 1) as customers would have
to remove the head-mounted display and interact with a tablet computer in order
to change the configuration. This loosely coupled process of a car configuration
between the different used devices eventually results in a lack of immersion, a
presumably embittered perceived user experience as well as an overall inefficient
configuration procedure, which could charge a potential customer with negative
emotions and frustration. Therefore, the configuration procedure has to be prop-
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Fig. 1: Abstract Configuration Process Using A Tablet Computer And A Virtual
Reality Application

erly integrated with the virtual reality application. Otherwise, the cause for the
frustration would only be changed compared to the setting without the virtual
reality application.

One important aspect, among others, for a satisfying user experience, con-
stitutes the consideration of the age of car buyers in the past and present. The
typical customer of the Daimler AG is between 51 and 55 years old. The Daimler
AG, on the other, desires to attract younger customers in the same way than
senior customers, preferably between the age of 25 and 44. Thus, the considered
customer target group for a virtual reality-based car configuration application
must consist of any person between the age of 25 and 55+. Based on these con-
siderations, we designed Xconcept. The latter is a human-computer interaction
concept for a virtual reality-based car configuration application, with a partic-
ular focus on the perceived user experience. Thereby, Xconcept addresses the
(1) aforementioned drawbacks of the existing application shown by the Smart
division as well as considers the peculiarities of the (2) illustrated target group.
Furthermore, the work at hand presents results of a study that evaluated Xcon-
cept. Interestingly, the obtained results show that (1) an approach like Xconcept
is highly welcome and (2) that selected customer characteristics (e.g., age) should
be properly taken into account.

The remainder of this paper involves five sections organized as follows: In
Section 2, the requirements identified for Xconcept are discussed, while Section
3 presents Xconcept. Section 4, in turn, presents and summarizes the results of
the conducted study. Related work is discussed in Section 5, whereas Section 6
concludes the work with a summary and an outlook.

2 Xconcept Requirements

Prior to the presentation of Xconcept requirements, selected background aspects
are presented. In general, the design of a virtual reality (VR) environment means
to enable a user to interact with that environment under real-time conditions.
The interaction inside the environment, in turn, is basically accomplished by
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the exchange of information between a human and a computer that controls
the virtual environment, also known as Human-Computer Interaction (HCI).
Therefore, VR can be considered as a kind of HCI, and, hence, Xconcept is
concerned with the development and evaluation of a human-computer interaction
concept for a virtual reality-based car configuration application. In particular,
Xconcept pursues the following two major objectives:

– Achievement of a positive usability perception: The human-computer interaction
concept should be designed in a way that the integrated configuration procedure
is perceived as intuitive and easy to use for most of the users, preferably indepen-
dent of age, sex, or previous virtual reality experiences. In addition, the perceived
usability shall be classified as above average in an evaluation design.

– Achievement of a positive user experience: The human-computer interaction con-
cept should be designed in a way that convinces by its pragmatic and its hedonistic
qualities, preferably independent of age, sex, or previous virtual reality experiences.
In addition, the perceived user experience shall be classified as above average in
an evaluation design.

Based on these two major objectives, Xconcept describes how a person could
interact with a computer by means of a VR system to configure a car. However,
in order to ensure a proper definition and selection of the user interface and
HCI methodology, it is crucial to define all important requirements beforehand.
The Xconcept requirements, in turn, are primarily based on the above stated
major objectives, the considered target group, and four important interaction
archetypes. As the latter are decisive requirements Xconcept aims at, they are
shortly introduced: Regarding Archetypes 1 (Selection) and 2 (Manipulation),
users usually interact with a VR system to select or manipulate virtual objects.
Regarding Archetype 3 (Navigation), users want to determine their position as
well as viewing direction in a virtual environment. Finally, regarding Archetype
4 (Control), there is a necessity to interact with the VR system itself in order
to perform functions outside of the virtual environment at a meta level (e.g.,
loading a new virtual world).3

Based on this, functional as well as non-functional requirements have been
elicited for Xconcept. The functional requirements are defined by means of UML
2 Use Case Diagrams and User Stories, which are based on the described in-
teraction archetypes. Notably, the selection and manipulation archetypes are
considered together due to the fact that an object usually has to be selected
before a manipulation can take place.

2.1 Selection & Manipulation

The use case diagram of the selection & manipulation scenario provides an
overview of the use cases related to the corresponding interaction archetypes
(cf. Fig. 2). The use case of manipulation (e.g., change the lacquer finish of a car
within the VR simulation) always includes the use case of a selection beforehand.

3 Further information can be found at https://dbis.eprints.uni-ulm.de/xconcept.pdf
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In reality, there are usually two subtypes of manipulation, which are denoted as
local (e.g., close objects, which are within reach) and remote (far away objects,
which are out of reach); i.e., these two subtypes require a corresponding selection
interaction archetype.
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Fig. 2: Use Case Diagram Of The Selection & Manipulation Scenario

Furthermore, Table 1 contains the use cases of the selection & manipulation
scenario with their corresponding user stories.

ID Use Case User Story
F1 Manipulation As a User, I want to manipulate objects (e.g., trim parts of a car) in order

to individually customize them.
F2 Selection As a User, I want to select objects (e.g., trim parts of a car) in order to

manipulate them subsequently.
F3 Local

manipulation
As a User, I want to manipulate objects in direct vicinity in order to
individually customize them.

F4 Local
selection

As a User, I want to select objects in direct vicinity in order to manipulate
them subsequently.

F5 Remote
manipulation

As a User, I want to manipulate distant objects in order to individually
customize them.

F6 Remote
selection

As a User, I want to select distant objects in order to manipulate them
subsequently.

Table 1: Selection & Manipulation Scenario With Their Corresponding User
Stories

2.2 Navigation

The use case denoted as navigation can be either extended by wayfinding or trav-
eling (cf. Fig. 3). In order to find the way through a virtual world, an overview of
that world is required, which can be provided by a map. Furthermore, wayfinding
is the cognitive component of navigation4 (cf. Fig. 3). Therefore, the use case
denoted as wayfinding is only extended by the overview use case as a map is not

4 For further explanations see https://dbis.eprints.uni-ulm.de/xconcept.pdf
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necessarily required. The use cases denoted as wayfinding and overview can be
furthermore extended by traveling as a user might want to start traveling after
he or she is done with the route planning. The use case denoted as traveling
could be further extended by close distance traveling and far distance traveling,
depending on the distance to the endpoint of the route.
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Fig. 3: Use Case Diagram Of The Navigation Scenario

Table 2 contains the use cases of the navigation scenario with their corre-
sponding user stories.

ID Use Case User Story
F7 Navigation As a User, I want to navigate through the virtual world in order to get to

the points of interest.
F8 Wayfinding As a User, I want to be able to find my way through the virtual world in

order to know how to get to the points of interest.
F9 Overview

(map)
As a User, I want to be able to get a overview of the virtual world in order
to know something about the where, what and how, again in terms of the
points of interest.

F10 Traveling As a User, I want to be able to travel inside of the virtual world in order
to reach the points of interest.

F11 Close distance
traveling

As a User, I want to be able to travel to close points of interest with an
appropriate method in order to reach them comfortably.

F12 Far distance
traveling

As a User, I want to be able to travel to distant points of interest with an
appropriate method in order to reach them comfortably.

Table 2: Navigation Scenario With Their Corresponding User Stories

2.3 System Control

The use case denoted as system control includes always the use case manipula-
tion, which, in turn, includes the use case selection (cf. Fig. 4).

Table 3 contains the use cases of the system control scenario with their cor-
responding user stories. Although the use cases manipulation and selection are
already described in Table 1, they are again mentioned as they are an integral
part of this scenario.
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Fig. 4: Use Case Diagram Of The System Control

ID Use Case User Story
F1 Manipulation As a User, I want to manipulate objects (e.g., trim parts of a car) in order

to individually customize them.
F2 Selection As a User, I want to select objects (e.g., trim parts of a car) in order to

manipulate them subsequently.
F13 System

control
As a User, I want to be able to execute the system control in order to change
the various settings of a simulation.

Table 3: System Control With Their Corresponding User Stories

Due to space limitations, the non-functional requirements are not discussed
in this work.5

3 Xconcept

The Xconcept aims to provide a properly perceived user experience and usabil-
ity, independently of age, sex, or previous virtual reality experiences. To meet
the stated objectives, Xconcept primarily focuses on natural interaction goals.
Thereby, Xconcept draws upon various fundamentals and state-of-the-art ap-
proaches, which are briefly introduced: As input interface, the human hand and
body are used, while for the output interface, a head-mounted display and ear-
phones are used. The tracking of the hand is performed by means of an optical
markerless inside-out method. The tracking of the body, in turn, is performed
by means of an optical markerless outside-in method. Finally, the hand is used
to perform the majority of interaction methods, whereas the body is solely used
for the purpose of traveling. Furthermore, Xconcept proposes the utilization of
a hand menu and a World-in-Miniature (WIM) method.

Since the interaction methodology of Xconcept constitutes the most impor-
tant pillar it is based on, this section mainly focuses on relevant aspects of the
interaction methodology. According to the presentation of the requirements, the
discussion of the interaction methodology is structured along the archetypes.

3.1 Selection

The selection interaction archetype allows users to determine semantically rele-
vant objects of the virtual world in order to subsequently interact with them [3,4].

5 See https://dbis.eprints.uni-ulm.de/xconcept.pdf for further information.
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Based on a hand as input interface, it is feasible to use already known 2D inter-
action methods [5, 6]. Additionally, in order to make users aware that they are
about to perceive the selection of an object, visual and acoustic indicators are
used based on a head-mounted display and earphones as the output interface.

For the purpose of local selection, Xconcept suggests to utilize a finger (or
multiple fingers) to select objects by simply touching them for a specified period
of time (hold gesture). This is shown in Figs. 5 and 6. Thereby, Fig. 5 shows an
interaction scene in which a user is in direct vicinity of a virtual reality car. In
the given scenario, it is assumed that the user wants to change the color of the
car lacquer finish.6 Fig. 6, in turn, shows the user while performing a hold gesture
to select the exterior of a car with his or her left index finger. During selection, a
visual (e.g., displayed in a blue circle around the finger) and an audible indicator
are provided.

Fig. 5: The first image of the selection & manipulation interaction scene shows a
user in direct vicinity of a VR car. In the given scenario, it is assumed that the
user wants to change the color of the car lacquer finish. Drawn by [7].

For the purpose of remote selection, the Xconcept uses the World-in-Miniature
(WIM) method [8]. The usage of the WIM method, in turn, is shown in Figs. 7,
8, 9, and 10. Thereby, the remote selection interaction archetype is performed
by using the hold gesture onto an appropriate object on the WIM map.

3.2 Manipulation

The manipulation of car parts is essential for a car configuration procedure and
is defined as an interactive change of object parameters [3]. Within Xconcept,
users can manipulate objects either by means of a menu or gestures, after the
selection has taken place. Menus spawn after a successful selection and are always
pointing at their origin (selection point) with the goal that a user knows where
the menu is coming from or which object will be manipulated by using it.

An example of a local manipulation interaction is shown in Fig. 11. For the
interaction with required menus, Xconcept uses common 2D interaction methods

6 Drawn by [7]. All other figures in this section are also drawn by [7]
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Fig. 6: The second image of the selection & manipulation interaction scene shows
the user while performing a hold gesture to select the cars exterior with his or
her left index finger. During the selection, a visual (e.g., displayed in a blue circle
around the finger) and an audible indicator are provided. Drawn by [7].

Fig. 7: The first image of the WIM interaction scene shows a user distant to a
car, while the user intends to see the car from a closer distance. Drawn by [7].

Fig. 8: The second image of the WIM interaction scene shows the user with the
open WIM map, where he or she may easily obtain all semantically relevant
objects. Drawn by [7].

[5,6]. This can be seen in Fig. 12, in which a user applies the tap gesture to select
an item in the menu. Furthermore, a virtual hand method [8] is incorporated
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Fig. 9: The third image of the WIM interaction scene shows the user while reach-
ing for the car in order to move it on the map, which will eventually result in a
movement in the virtual world. Drawn by [7].

Fig. 10: The fourth and final image of the WIM interaction scene shows the final
state of the translation of the car. The car is now in direct vicinity of the user
as he or she intended it to be. Drawn by [7].

for the spatial manipulation of smaller objects, e.g., by picking them up and
carrying them away.

Fig. 11: The third image of the selection & manipulation interaction scene shows
the pop-up menu (blue), which spawned after the user finished the selection
process. Drawn by [7].



VR-based Car Configuration 11

Fig. 12: The fourth and final image of the selection & manipulation interaction
scene shows the user interacting with the menu in order to change the color of
the car lacquer finish. Drawn by [7].

The remote manipulation interaction, in turn, takes place by means of a
menu as well. Here, the menu spawns in direct vicinity of the user and points to
the object on the WIM map. Gestures can be used after enabling the gestures
mode by taping onto the corresponding button within a menu (menu & module
associated gestures), or the hand menu (global gestures). An example of a module
associated gesture constitutes the swipe gesture, which allows one to iterate
through different object options (e.g., colors). An example of the usage of global
gestures constitutes the rotation of a car, which is illustrated in Figs. 13, 14, and
15. Note that these gestures can be also performed locally.

Fig. 13: The first image of the gesture interaction scene shows the virtual repre-
sentation of the hands of a user related to the rotate gesture. The scene is within
the user’s point of view. Drawn by [7].

Finally, the gestures supported by Xconcept are summarized in Table 4, i.e.,
with their description and classes (global, menu). Global gestures are used to
manipulate the car as an entity and are always performed with both hands. 3D



12 Marcus Korinth et al.

Fig. 14: The second image of the gesture interaction scene shows the car and the
hands rotating. The car rotates in correspondence to the hands. Drawn by [7].

Fig. 15: The third and final image of the gesture interaction scene shows the car
and the hands of the user in the final position after the rotation is done. Drawn
by [7].

menu gestures, in turn, are used as an alternative menu control, and are always
performed with one hand.

3.3 Navigation

Navigation can simply be described as finding a way to a specified point, which
is separated in wayfinding and traveling (cf. Section 2.2). Within Xconcept, trav-
eling and wayfinding are performed by walking around or using a WIM map (cf.
Section 3.1).

Regarding wayfinding and overview, Xconcept supports the process of wayfind-
ing by providing a WIM map to get an overview of the virtual world. For the
interaction with the WIM map, Xconcept uses common 2D interaction meth-
ods [5, 6]. In order to be able to select a object of desire or to manipulate the
viewed zone, it is possible to perform scaling and rotation actions on the WIM
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Class Gesture Description
Menu Single hand thumbs

up
The thumbs up gesture is performed by simply extending the thumb
upwards. This gesture is used within Xconcept to approve and save
a selected menu item or module.

Menu Single hand hori-
zontal swipe

The horizontal swipe gesture is performed by simply extending all
fingers in the direction of the car (thumb facing the ceiling), and
then either moving the wrist joint to the left or right. Thereby,
swiping left selects the previous menu item, while swiping right the
next respectively.

Menu Single hand clap The single hand clap gesture is performed by simply clapping with
a single hand. Notably, the hand has to face the head. This gesture
is used to exit a menu module.

Menu Single hand vertical
swipe

The vertical swipe gesture is performed by simply extending all
fingers in the direction of the car, while the palm is facing the
ceiling or the floor. If the palm is facing the floor while swiping, the
previous menu module is selected. If the palm is facing the ceiling
while swiping, the next menu module is selected.

Global Dual hand vertical
swipe

The vertical swipe gesture is performed equally to the one stated
above for the menu interaction. Here, both hands are used in par-
allel. Furthermore, the hands have to face the car. The gesture is
used to change the absolute height of the car (spatial dimension).

Global Dual hand rotate The rotate gesture is performed as illustrated above. Here, both
hands are brought together, such that their wrists almost touch
each other. Furthermore, the hands should be opened in a curved
manner. Now, both hands have to be rotated in the same direction
in parallel. The rotation of the car follows the rotation of both
hands.

Global Dual hand pinch
and spread

The dual hand pinch and spread gesture is performed as follows:
First, one has to perform the pinch gesture for each hand, which
is bringing the thumb and index finger together. In the next step,
both pinched finger pairs have to get in touch to each other. This
enables the zoom mode. When moving the finger pairs apart, such
that the forearms do not cross, then, the car is scaled-up. If the
opposite event is the case, the car is scaled-down respectively.

Table 4: 3D Gestures Supported By Xconcept

map. Scaling is performed with the spread and pinch gesture, while rotation,
in turn, is performed with the rotate gesture. Finally, the Drag and Slide ges-
ture can also be performed on the WIM map in order to move the current zone
presently viewed on the map.

Regarding traveling, Xconcept is performed by physical walking (close dis-
tance traveling) or the use of the aforementioned WIM map with teleportation
(far distance traveling) capabilities. Within the WIM map, it is possible to tele-
port objects, including oneself, by simply moving the objects on the map (Drag
and Slide). An example for far distance traveling is shown in Figs. 7, 8, 9 and
10.

3.4 System Control

The System Control allows interaction with the virtual world on a meta level [4],
and is realized by means of the hand menu method [8]. Due to space limitations,
Fig. 16 shows only one selected example for the system control interaction. Note
that the hand menu is opened by facing the palm to the head. Selection takes
place as described in Section 3.1. The aforementioned WIM map is opened via
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the use of a hand menu, for example, by performing the single hand clap gesture
with the appropriate hand, which is the one for which the menu is opened at.

Fig. 16: The depicted hand menu interaction scene shows the completed selection
of a menu item. Thereby, an indicator shows which item has been selected for a
specified period of time. Drawn by [7].

3.5 Discussion

Xconcept is a hand-driven virtual reality-based human-computer interaction con-
cept, which primarily focuses on natural interactions. The hand-driven approach
aligns with Heideggers philosophy of being-in-the-world [9]. The human hand is
an already and literally experienced tool and is therefore ready-to-hand for the
most basic tasks of our daily life and is therefore familiar, proximal, and directly
useful. We naturally know how to touch and grab things with our hands and
fingers. Furthermore, most people are already used to two-dimensional touch
interaction gestures, known from smartphones and tablet computers. The hand
also aligns with Merlau-Pontys intentional arc, which is to allow oneself to re-
spond to the call of objects by knowing (intuitively) how to interact in a way
that coheres with them [10]. This could be emphasized by the example of a user
standing in front of a virtual reality car, i.e., within the configuration simula-
tion. Here, the user would probably automatically start to walk around after
some time, and would try to interact with the virtual reality car, by reaching
the hands or fingers towards parts of the car. An indicator would show the user
then instantly that he or she is indeed able to interact in that way. After a while,
a menu will spawn, which is self-explanatory as it is tied visually to the car part
and people are usually used to be working with menus.

4 Conducted Study and Results

The exploratory research study is particularly concerned with the question of
how a user perceives Xconcept in regards to pragmatic and hedonistic qualities.
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For a successful commercial application of Xconcept, it is of utmost importance
that a user perceives the overall user experience and usability as being positive.
To reach the discussed target group, it is vital to provide a positive experience,
independently of age, sex, and previous virtual reality experiences.

4.1 Hypotheses

To investigate the research questions, how a user perceives Xconcept, the follow-
ing operationalized hypotheses have been suggested:

First, Question A was raised: Is the overall user experience and usability of
Xconcept being positively perceived?

1. Hypothesis 1: In an evaluation study, users will rate the overall user experience of Xconcept as
being positive.

2. Hypothesis 2: In an evaluation study, users will rate the overall usability of Xconcept as being
positive.

Second, Question B was raised: Is the perceived user experience and usability
of Xconcept independent (no statistical correlation) of age, sex, and previous
virtual reality experiences?

1. Hypothesis 3: In an evaluation study, user experience does not correlate with age.
2. Hypothesis 4: In an evaluation study, the usability evaluation does not correlate with age.
3. Hypothesis 5: In an evaluation study, user experience does not correlate with sex.
4. Hypothesis 6: In an evaluation study, the usability evaluation does not correlate with sex.
5. Hypothesis 7: In an evaluation study, user experience does not correlate with previous virtual

reality experiences.
6. Hypothesis 8: In an evaluation study, the usability evaluation does not correlate with previous

virtual reality experiences.

4.2 Study Setting

All participants in this presented study were recruited at the Daimler AG at the
research and development facility in Ulm, Germany. Prior to participation, the
participants were informed about the exclusion criteria, which are VR sickness,
motion sickness, sea sickness, and epilepsy. In total, 92 people participated in this
study. Four participants failed to respond to all items of the used questionnaire,
therefore their data was not included in the analyzes. The final sample consisted
of 88 people (73.9% males and 26.1% females), who completed the experiment
(N=88), with an average age of 34.03 years (SD = 14.15). Previous experiences
with VR applications were reported by 43.2% of the participants.

Due to the fact that there is currently no prototype available for Xconcept, its
interaction methodology had to be evaluated by means of a substitute. To test
the earlier introduced hypotheses, all participants had to engage in two different
VR games, which are similar to the features of the Xconcept : Blocks [11] and
Force-Directed Graph [12]. Note that Blocks as well as Force-Directed Graph
both provide features that represent selection, manipulation, navigation, and
system control interaction scenarios similar to Xconcept. Furthermore, both ap-
plications use a hand menu for system control and physical walking for naviga-
tion. Moreover, Blocks provides the use of gestures and the virtual hand method,
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while Force-Directed Graph provides the use of floating menus for the local ma-
nipulation. Therefore, these games are used as a basis for the evaluation of the
user experience and the usability of Xconcept. 7

In order to provide the two VR games to the participants, a Dell Precision
Tower 7910 was used. As the virtual reality output, the head-mounted display
HTC VIVE was used, whereas the Leap Motion Controller was used as the input
device. For optical body tracking, two common HTC base stations were used.

For study purposes, a questionnaire was used to measure the user experience
and usability.8 The used questionnaire, in turn, mainly comprises the existing
questionnaires AttrakDiff [13] as well as the System Usability Scale [14], plus
an additional sociodemographic section, which addresses sex, age, and previous
virtual reality experiences.

Regarding the AttrakDiff questionnaire, it captures the perceived user ex-
perience and usability of a product. The questionnaire consists of the following
scales: attractiveness (ATT), pragmatic quality (PQ), hedonistic quality (HQ),
which is further separated in hedonistic quality – identity and hedonistic quality
– stimulation. Furthermore, each of the four scales is evaluated by the use of a
likert scale.

Regarding the System Usability Scale (SUS) questionnaire, it is essentially
a questionnaire used for the reliable, quick, and dirty measurement of the us-
ability. The SUS questionnaire has been chosen as additional measurement as it
is considered to be an industry standard as well as provides reliable and valid
results for small sample sizes.

4.3 Study Procedure

Based on the presented background information, the study was conducted fol-
lowing the Publication Manual of the American Psychological Association [15].
To be more precise, the study was conducted in a reasonably distraction free
and quiet meeting room, in which a VR system was already pre-installed. The
VR room was set to a size of around 2.5 by 5 meters. The examination took
place with one participant at a time and took about 45 minutes in total (cf. Fig.
17). On arrival, the participants were repeatedly asked if they suffer of any of
the exclusion criteria and were reminded that they could abandon the exami-
nation at any time. Next, they received an orally VR related safety instruction,
where they were told that they could move freely in the room until a blue line or
grid appears, which is marking the end of the area. After the given instructions,
participants started with Blocks, followed by Force-Directed Graph. After com-
pleting the two games, the participants were debriefed. They were also asked in
this context if they could imagine to configure the interior of a car with Xconcept.
Before they received the questionnaire, they were told that they should only rate

7 For a detailed description of the game setting, see https://dbis.eprints.uni-
ulm.de/xconcept.pdf

8 The questionnaire can be found on Page 97 of https://dbis.eprints.uni-
ulm.de/xconcept.pdf
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the experienced interaction concept and not the games, their realization and de-
sign, the technology, including their perceived problems (if any occurred), and
the interfaces. On average, participants completed the questionnaire in about 8
minutes. After returning all of the materials, the participants had the opportu-
nity to ask any questions they have, or to give some personal feedback about
the experiment.

briefing & 

safety 

instructions

blocks

force-

directed 

graph

debriefing
question-

naire

[10min] [10min] [5min] [8min][5min]

questions 

& feedback

[7min]

Fig. 17: Procedure of the study. The study started with a briefing and a safety
instruction. In the next step, the two games were played; first Blocks, then Force-
Directed Graph. Before the participants continued with the questionnaire, they
were debriefed. In the final step, they were given the chance to ask questions
about the experiment or to provide personal feedback.

4.4 Data Preparation

Regarding data preparation, all statistical calculations were performed with IBM
SPSS Statistics 3 on a significance level of α = .05. Furthermore, the following
necessary presumption was made: From a formal point of view, the rating scales
used for the AttrakDiff and SUS questionnaires are ordinal or ranked because
it cannot be necessarily assumed that test participants perceive the different
answer options as equidistant. However, since the scales are formulated symmet-
rically, the values can be treated as quasi-metric, and, hence, as an interval scale.
Therefore, and due to the fact how the scales have to be calculated, the mean
instead of the median will be considered as primary location parameter.

4.5 Study Results

Due to space limitations, not all study results cannot be presented in detail.
Therefore, we summarize the results and solely present two selected aspects. Re-
consider that two major hypotheses were suggested: Question A: Is the overall
user experience and usability of Xconcept being positively perceived? and Ques-
tion B: Is the perceived user experience and usability of Xconcept independent
(no statistical correlation) of age, sex, and previous virtual reality experiences?.
Based on the conducted study, Research Question A could be confirmed by the
statistical data, while research Question B could not be confirmed.

Regarding Question A and its Hypothesis 1 that users will rate the overall
user experience of Xconcept as being positive, this could be confirmed by taking
a closer look at the AttrakDiff questionnaire scales. For this purpose, the mean
value of the attractiveness (ATT) and hedonistic quality (HQ) AttrakDiff scales
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have to be equal or greater than 5 per definition to confirm the hypothesis. The
overall mean of the ATT scale is mATT = 5.57 (Median = 5.57, SD = .71, Min
= 3.86, Max = 7.00), and the overall mean of the HQ scale is mHQ = 5.29
(Median = 5.29, SD = .53, Min = 4.21, Max = 6.36). Therefore, the hypothesis
can be considered as confirmed. The same holds for Hypothesis 2.

Regarding Question B and its Hypothesis that Xconcept is independent of
age, sex, and previous virtual reality experiences, it was found that with rising
age, the overall rating of the Xconcept deteriorates. Consider therefore Table 5.

ATT PQ HQ SUS

Age

Group A
(age < 40)
N = 54

Pearson
r -.084 -.036 -.024 .074
p .544 .797 .864 .593

Spearman
ρ -.103 -.038 .007 .042
p .456 .783 .962 .761

Kendall
τa -.088 -.028 -.002 .021
p .384 .779 .988 .838

Group B
(age ≥ 40)
N = 29

Pearson
r -.444* -.112 -.436* -.226
p .016 .563 .018 .238

Spearman
ρ -.443* -.214 -.389* -.167
p .016 .264 .037 .386

Kendall
τa -.327* -.158 -.274* -.136
p .018 .248 .045 .324

The * annotation indicates that the correlation is significant at the .05 level (2-tailed).
ATT = Attractiveness — PQ = Pragmatic Quality — HQ = Hedonistic Quality

SUS = System Usability Scale

Table 5: Results Of The Bivariate Correlation Examination For Two Identified
Age Groups

Regarding Group A, the results shown in Table 5 suggest that there is no
bivariate correlation between age and the user experience relevant scales. For
example, the correlation coefficient for the ATT and the HQ scales are relatively
close to zero and Pearson’s r p-value is way bigger than the confidence level α
(p > .05; p > α).

In contradiction to Group A, the results shown in Table 5 for Group B
illustrate that there is a bivariate correlation between age and the user experience
relevant scales. For example, the age variable correlates significantly (2-tailed,
.05 level) with the ATT scale.

However, the data revealed that the overall user experience and usability still
has been rated above average on the respective scales and therefore being posi-
tively perceived. Sex and previous experiences with virtual reality applications,
however, had no effects on the rating. Therefore, the results of the study indicate
that it is worthwhile to improve Xconcept by implementing a prototype as well
as further work on its interaction methodology.
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4.6 Limitations

The study was conducted at the Daimler AG in Ulm, Germany. All participants
were employees at the research and development facility and therefore usually
have an university education in a technical or science-related subject. Another
fact to keep in mind is that presumably most employees are likely to be posi-
tively minded about and interested in the subject of the investigation as they
are working in the automotive industry. In addition, most participants had ex-
tremely fun while playing Blocks, for which the Halo Effect cannot be excluded.
Furthermore, most participants were of German heritage. The findings of the
study poses therefore a bias and cannot be applied to the general population as
the study was conducted in an extremely homogeneous field.9

5 Related Work

In general, less approaches can be found that directly address virtual reality
solutions in the context of car configuration procedures. As already discussed in
Section 1, the Smart division of the Daimler AG introduced an approach [2] that
is related to this work. However, we also discussed its limitations, which served
as the basis for the work at hand. In addition, works exist that deal with virtual
reality applications and how they can be used to experience a car [16]. Again,
these approaches do not focus on the car configuration procedure. To utilize a
virtual reality application in other related fields like maintenance can be found
[17]. Although these approaches show that virtual reality can play an important
role to better support maintenance procedures, they are not directly deal with
aspects that are important while configuring a car. Moreover, approaches exist
that are related to selected techniques used for Xconcept [3, 4, 11, 12]. However,
they focus on other scenarios. In addition, only few approaches introduced study
results in this context. On the other, existing prototypes like the one of the
Smart division or others [18] show the relevance of virtual reality solutions in
the context of the individual configuration of a car.

6 Summary and Outlook

In this paper, a hand-driven VR-based HCI concept, for the purpose of car
configuration, named Xconcept, has been designed and evaluated. In particular,
Xconcept aims towards a solution of the stated problem of continuously occurring
context switches while configuring a car like shown for the approach of the Smart
division. Such context switches eventually result in frustration and therefore
often in an embittered user experience and usability. In order to ensure that the
reasons for the frustration decrease, Xconcept must also deal with the fact that
it is designed especially for its target group, which could be any person between
25 and 55+ years. Thus, another goal of Xconcept constitutes the provision of a

9 All study results can be obtained from https://dbis.eprints.uni-ulm.de/xconcept.pdf.
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user experience and usability that is independent of age, sex, or previous virtual
reality experiences. The paper discussed how Xconcept deals with these goals
and on top of that it showed results of a study that revealed that Xconcept can
achieve these goals. However, it is also shown that Xconcept is only the first step
into a promising direction.
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