Applicability of Immersive Analytics in Mixed Reality: Usability Study
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ABSTRACT Nowadays, visual analytics is mainly performed by programming approaches and viewing the results on a desktop monitor. However, due to the capabilities of smart glasses, new user interactions and representation possibilities become possible. This refers especially to 3D visualizations in the medical field, as well as, the industry domain, as valuable depth information can be related to the complex real-world structures and related data, which is also denoted as immersive analytics. However, the applicability of immersive analytics and its drawbacks, especially in the context of mixed reality, are quite unexplored.

In order to validate the feasibility of immersive analytics for the aforementioned purposes, we designed and conducted a usability study with 60 participants. More specifically, we evaluated the effects of spatial sounds, performance changes from one analytics task to another, expert status, and compared an immersive analytics approach (i.e., a mixed-reality application) with a desktop-based solution. Participants had to solve several data analytics tasks (outlier’s detection and cluster recognition) with the developed mixed-reality application. Thereby, the performance measures regarding time, errors, and movement patterns were evaluated. The separation into groups (low performer vs. high performer) was performed using a mental rotation pretest. When solving analytic tasks in mixed reality, participants changed their movement patterns in the mixed reality setting significantly, while the use of spatial sounds reduced the handling time significantly, but did not affect the movement patterns. Furthermore, the usage of mixed reality for cluster recognition is significantly faster than the desktop-based solution (i.e., a 2D approach). Moreover, the results obtained with self-developed questionnaires indicate 1) that wearing smart glasses are perceived as a potential stressor and 2) that the utilization of sounds is perceived very differently by the participants. Altogether, industry and researchers should consider immersive analytics as a suitable alternative compared to the traditional approaches.

INDEX TERMS Immersive analytics, mixed reality, spatial sounds, visual analytics, hololens.

I. INTRODUCTION

Augmented reality glasses, so-called smart glasses, are used in various contexts and their interaction patterns and visualizations help to simplify many procedures and processes. However, their main advantage is that users can continue their work by using their hands, while interacting with the smart glasses via voice or gaze commands for other work tasks.

This is, for example, beneficial for maintenance tasks that have to be accomplished in industry [1] or medicine [2]. Moreover, cognitive processes may benefit from bodily experiences [3] and, hence, required learning processes to accomplish these tasks can be improved. Furthermore, when dealing with dangerous working environments [4], the use of augmented-reality glasses allows for a realistic interaction with a machine without being on-site. Additionally, augmented-reality glasses allow for a flexible and exchangeable visualization of expensive and complex objects, such
as augmented reality is categorized through the virtual-reality continuum [6]. Hereby, mixed reality [7] is known to have the highest overlap of reality and virtuality, trying to maximize the mixing of reality and virtuality compared to augmented reality. Mixed reality, in turn, relies on the concept of spatial mapping, also denoted as 3D reconstruction [8]. In a previous work, we showed the applicability of mixed reality in the medical context for the purposes of visual analytics [9] as well as for augmented data analytics [10], which is also denoted as immersive analytics [11]. However, the work at hand addresses the following research questions when performing immersive analytic tasks by using mixed-reality applications in challenging contexts like medicine or Industry 4.0:

**RQ1:** Does the task performance differ significantly for participants with different spatial imagination abilities? We denote high performers as participants with a high spatial imagination ability. Note that we measure spatial imagination abilities using a mental rotation test and declare those participants with a higher score than the median as high performers, while the remaining participants are denoted as low performers. For these two groups, we analyze whether high performers have a greater benefit from an augmented reality solution than low performers [12].

**RQ2:** Does the task performance differ significantly over time? With the help of a smart glass, we measure the time and movement patterns (e.g., walking paths and gaze) in several tasks to investigate whether these variables change significantly from task to task over time.

**RQ3:** Do spatial sounds significantly improve the task performance in a mixed-reality application? The used device, a Microsoft HoloLens [13], includes the possibility to provide spatial sounds coming from a set of speakers around the user’s head. This concept offers the possibility to draw the participants attention to a spot in the room [14]. Notably, we do not visualize these sounds as suggested by other related works (e.g., [15]). The goal of this approach was to evaluate the pure perception of these sounds.

**RQ4:** How stressful is the use of a mixed-reality application in general? In general, stress is an important factor in the context of augmented representations [16]. Next to the motion-induced sickness, there exists a simulator sickness due to the unknown visual stimulation [17]. Furthermore, the weight of a smart glass might be a disturbing factor. For example, the Microsoft HoloLens weighs 579 g (1.28 lb), which causes a noticeable different feeling when worn. Therefore, the psychosocial stress-level is measured via self-developed questionnaires. Additionally, a skin conductance measurement was carried out, which is not included in this paper, but will be evaluated in further studies.

**RQ5:** Do users pose a better task performance when using an 3D approach compared to an 2D approach? The general question whether immersive analytics are superior to 2D representations is intensively discussed in the scientific community. Gracia et al. [18], for example, stated that 3D representations are more suitable than 2D plots. To be more precise, [18] carried out a study based on loss of quality quantification, using the tasks point classification, distance perception, and outlier’s identification as use cases. However, the visualizations were shown without any augmented-reality glasses. The theory that a high degree of physical immersion results in lower interaction times is proposed by [19]. Another study favored the 3D space [20], by comparing 2D and 3D visualizations on interaction times and errors. Study participants were asked to identify clusters, determine the dimension of a dataset, and classify the sparseness of data. Immersive analytics can be combined with advanced analytics, such as dimensionality reduction for an improved visualization of scatter plots. However, another study [21] reveals advantages of 2D scatter plots when reducing the dimensionality of a data set, as it leads to lower interaction costs. Therefore, this study compares an 3D approach with a desktop-based solution.

The remainder part of this work is structured as follows. In Section II, the used materials and methods are presented, while Section II discusses the results of the conducted study. The latter section includes the limitations of this work as well as a summary and an outlook, while the first-mentioned section includes the discussion of related works.

## II. METHODS

### A. PRETEST APPLICATIONS

#### 1) MENTAL ROTATION TEST

A mental rotation test assesses the ability of spatial vision and imagination. Since the 3D point clouds contain an enormous amount of information regarding spatial distance, we assume that a good spatial vision is essential to solve the analytics tasks (see RQ1). We classify the spatial imagination based on a digitalized version of the mental rotation test presented by [22]. In general, a study participant has to solve problems by rotating 3D objects in his mind. In previous studies using mental rotation tests, males scored significantly higher than females. However, more recent studies reported a smaller gap [23]. For our study, we implemented a graphical user interface for a desktop computer (see Fig. 1), where the user gets the task to select two identical objects using buttons. The time limit of two minutes for this test is displayed by a red progress bar and an arbitrary number of tasks can be solved.
within these two minutes. Then, when the user clicks a button, the current timestamp is recorded. Hereby, the median value of correctly solved tasks was four.

2) SPATIAL SOUND TEST
The HoloLens offers a concept named spatial sound [24]. Hereby, the sound is emitted from a set of microphones around the user’s head and the latter is enabled to indicate the direction and location of a hologram in the room. We conduct this test using a headset that emulates a Dolby 5.1 system with the channels left(l), central(c), right(r), left surround(ls), and right surround (rs) (see Fig. 2A). Without any time limit, users have to choose the direction using four buttons, schematically indicated in Fig. 2B. Six times, an audio sample of 13 seconds with the sound of footsteps is played and presented to the participants, without any repetition. After each playback, the participant has to guess the right direction. The aim of this test was to identify participants with low scores (less than two solved tasks) as potential outliers for the spatial sound part of this study. However, all participants passed this test and solved more than two tasks.

![Figure 2. (A) Audio configuration for the task Back, (B) schematic user interface.](image)

### B. MEASURES
The following performance measures were assessed in the use case of outlier’s detection (see below): time, path, and angle. The following performance measures were collected in the use case of cluster recognition (see below): time and errors. Note that the processed questionnaires and performed stress measurements are related to both use cases.

1) **TIME**
Timestamps were added to a CSV file during the study. Those timestamps were collected when pressing a button in a 2D interface, sending a voice command in the HoloLens application, or after completing a task. This allowed us to evaluate the required time to complete respective tasks.

2) **ERRORS**
This performance measure is only applicable to the use case cluster recognition [25], as the answer for recognized clusters can be compared to the real value. Furthermore, it is possible to measure the degree of error, as the answer of recognized clusters can be either seen binary (true/false) or of numeric character (distance to real value). Note that we solely focused on the binary scale.

3) **PATH**
The HoloLens collects the current position as a 3D vector relative to the starting position [26] at a frame rate of 60 frames per second [27]. The distance between two points is denoted as section. The y coordinate (height of person) is ignored and the points are mapped to the z-plane (floor). Based on this data, several features can be extracted. First, the length of the path (path) can be calculated. This value indicates whether the participant walked a lot during the accomplishment of the respective task. Second, the mean of all sections (pathAvg) can be calculated. This expression represents the average speed of the participant, represented by the unit meter per frame. Third, the variance of all sections (pathVar) represents the erraticness of a movement. Finally, the Bounding Box (BBox) of the movement is calculated as the area limited by the maximum and minimum positions in x- and z-directions. Consequently, participants, who often change their perspective to different positions, lead to high BBox values.

4) **ANGLE**
The angle measures the rotation between the aforementioned 3D vectors. Analogous to the path, we calculate the average (angleAvg) to represent the rotation speed in degrees per frame. In addition, we measure the erraticness of the rotation using the variance (angleVar).

5) **STRESS-LEVEL**
The state version of the State-Trait Anxiety Inventory (STAI) questionnaire [28] was utilized and handed out in the beginning and in the end of this study. This questionnaire consists of 20 items and measures state anxiety, a construct similar to state stress. Hereby, positive attributes (e.g., calm) and negative attributes (e.g., worried) are answered, using the scale [1,2,3,4]. For the evaluation of this questionnaire, all positive attributes are flipped (e.g., an answer ’4’ becomes a ’1’), and all answers are summed up to reveal a final STAI score. Moreover, skin conductance was measured with 30 randomly selected users with the tool movisens [29], but this physiological measure of stress will be analyzed in future studies.

6) **SELF-DEVELOPED QUESTIONNAIRE**
A self-developed questionnaire (see Appendix A) asks for the participant’s feedback. The scale was set from one to ten, for which ten represents a high value of agreement to the question. This questionnaire was handed out in the end of this study.

7) **DEMOGRAPHIC QUESTIONNAIRE**
Using a demographic questionnaire, we assessed gender, age, and education of all participants.
C. MIXED-REALITY APPLICATION AND 2D ALTERNATIVE

New possibilities in spatial sounds, gaze, and voice commands offer interesting perspectives for simplifying data analytics. Therefore, we implemented a prototype to tackle outlier’s detection as well as cluster recognition as use cases for data analytics. Our used device is a Microsoft HoloLens. This smart glass is able to generate a virtual representation of the room and projects holograms into the room. These holograms stay in place, while the user is able to walk around the room and inspect them from different angles.

1) OUTLIER’S DETECTION

For the use case outlier’s detection, we create a 3D point cloud with normal distribution. These points are displayed all over the room, in which the study takes place. All of them appear white to the user, except one, which is red. The user’s task is to find the red-marked point. Hereby, eight tasks for outlier’s detection have to be solved, without any time limit, whereby four tasks are supported by spatial sounds. A constant sound of 44100 Hz is coming from the direction of the red point. If the user approaches the red point, the volume increases. In contrast, if the participant walks away, the sound volume decreases. The current gaze is indicated by a green point. The participant confirms the finding of an outlier’s point by focusing his/her gaze to the point. When an outlier is found, the color changes to white and a next outlier has to be found. Sound-supported and sound-unsupported tasks alternate in their order. Furthermore, one test group starts with sound support, while the other one without it. Participants were assigned randomly to these two conditions, so that high performers and low performers are in both conditions. The outlier’s points are chosen in different distances and angles, relatively to the start position. The order of the tasks is the same for every participant and it is not sorted by distances to outlier’s points, but randomly. Moreover, in order to be able to automatically collect the data needed for the evaluation, a log mode was implemented. The application tracks the time during the tasks, as well as the current position and the angle relative to the starting pose. Therefore, every participant starts at the same spot and with the same gaze focus. Based on the position and angle, more performance measures, such as bounding box or length of path, can be calculated (see Fig. 3).

2) CLUSTER RECOGNITION

For the second use case (cluster recognition), we compare a 2D and a 3D approach. All participants had to solve 12 cluster recognition tasks without time limit, whereby six had to be analyzed using the HoloLens and six with the 2D approach. Half of the participants, chosen randomly, started with the six tasks using the HoloLens, followed by the six tasks using the 2D approach, whereas the other half started with the six tasks using the 2D approach, followed by the six tasks using the HoloLens. Therefore, high performers and low performers were in each of the two conditions. Then, after every six tasks of one approach are finished, the other six tasks had to be accomplished. The six tasks are the same for both approaches and must be solved without any time limit. For the tasks in general, we used several normally distributed point clouds, denoted as clusters. The tasks are generated by combining these clusters into one plot, for which the number of clusters in one plot differs. Hereby, the number of clusters and the degree of overlap are changed between each task, whereby a high number of clusters and overlaps might be considered as more difficult. Again, the six tasks within each approach (2D and 3D) are sorted randomly, but in the same order for each participant. The resulting plots have to be inspected from different angles to eventually recognize the clusters (see Fig. 4). For the 2D approach, a Matlab GUI on a Desktop PC was introduced. When using the HoloLens, the participants have the possibility to walk around the cluster to visually separate the clusters. In contrast, the Matlab plot can be rotated using the mouse wheel. The confirmation of the number of clusters is done using voice command when using the HoloLens, and with the help of a TextBox + Button when accomplishing tasks in Matlab.

D. STUDY PROCEDURE

A controlled environment was chosen for this study in order to be able to quickly react to upcoming problems. For the study, one laptop and the HoloLens were provided. Before each session, the study was carefully prepared.
This includes, for example, setting up the log mode and setting all applications into a default state as well as preparing the questionnaires.

Participants solved tasks from the use cases outlier detection and cluster recognition in one session (i.e., avg 43 min). Half of the participants started with the outlier detection, while the other half started with cluster recognition tasks. The initial use case was chosen randomly. If the participants started with the eight tasks of outlier detection, afterwards, the same participants performed the 12 tasks of cluster recognition and vice versa (see Fig. 5, blue box). The procedure of the study is outlined in Fig. 5. The study started with welcoming the participants and introducing the goal of the study as well as an introduction to the overall procedure. Participants using the movisens (skin conductance measurement) had to stick to a short resting phase, to receive a baseline measure. All participants filled out the state version of the STAI questionnaire before the start of the experiment. Next, the participants performed the mental rotation test (see Fig. 1) to be able to divide them into high and low performers, followed by the spatial sound test (see Fig. 2) to measure their spatial hearing ability. We used a median split (median = 4) of the test scores in the mental rotation test, which resulted in 29 high performers (48.33%) and 31 low performers (51.67%). Next, the participants are separated randomly into two groups to start either with outlier detection or cluster recognition and continue with the missing use case afterwards. Concluding the session, participants had to answer the state version of the STAI questionnaire again, as well as the self-developed questionnaire, and a demographic questionnaire. Altogether, this session took between 40 and 50 minutes. The data, automatically recorded by each application, were then stored on the laptop’s storage after the session.

All materials and methods were approved by the Ethics Committee of Ulm University and were carried out in accordance with the approved guidelines. All participants gave their written informed consent.

E. PARTICIPANTS

In total, 60 participants were recruited (see Table 1), whereby most of them were recruited at Ulm University and Software Companies. The study included students from various
TABLE 1. Sample description and comparison between low and high performers in baseline variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Low performer (n=31)</th>
<th>High performer (n=29)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n(%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>7 (23%)</td>
<td>3 (10%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>24 (77%)</td>
<td>26 (90%)</td>
<td>.302*</td>
</tr>
<tr>
<td>Age Category, n(%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;25</td>
<td>1 (3%)</td>
<td>5 (17%)</td>
<td></td>
</tr>
<tr>
<td>25-35</td>
<td>27 (87%)</td>
<td>21 (72%)</td>
<td></td>
</tr>
<tr>
<td>36-45</td>
<td>0 (0%)</td>
<td>2 (7%)</td>
<td></td>
</tr>
<tr>
<td>46-55</td>
<td>1 (3%)</td>
<td>0 (0%)</td>
<td></td>
</tr>
<tr>
<td>&gt;55</td>
<td>2 (6%)</td>
<td>1 (3%)</td>
<td>.099*</td>
</tr>
<tr>
<td>Highest Education, n(%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High School</td>
<td>3 (10%)</td>
<td>5 (17%)</td>
<td></td>
</tr>
<tr>
<td>Bachelor</td>
<td>7 (23%)</td>
<td>6 (21%)</td>
<td></td>
</tr>
<tr>
<td>Master</td>
<td>21 (68%)</td>
<td>18 (62%)</td>
<td>.692</td>
</tr>
<tr>
<td>Mental Rotation Test, Mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correct Answers</td>
<td>3.03 (1.40)</td>
<td>5.31 (0.76)</td>
<td>.001b</td>
</tr>
<tr>
<td>Wrong Answers</td>
<td>2.19 (1.47)</td>
<td>1.21 (0.56)</td>
<td>.000b</td>
</tr>
<tr>
<td>Spatial Hearing Test, Mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correct Answers</td>
<td>4.39 (1.09)</td>
<td>4.31 (1.00)</td>
<td>.467b</td>
</tr>
<tr>
<td>Wrong Answers</td>
<td>1.61 (1.09)</td>
<td>1.69 (1.00)</td>
<td>.940b</td>
</tr>
</tbody>
</table>

*Fisher’s Exact Test
bTwo-sample t-test
SD = Standard Deviation

subjects [30], such as computer science, physics, or psychology. Ten female participants and 50 male participants joined the study, whereby the majority was between 25 and 35 years old. Recruited professionals were mainly software developers, not necessarily with a focus on smart glasses. The target group of immersive analytics (e.g., data scientists, production workers) has most probably no experience with smart glasses. Study participants willing to participate were instructed according to the developed study design, which was explained to them before. The participants were classified to the groups high and low performers according to the mental rotation test. Altogether, our classification resulted in 31 low performers (7 female and 24 male) and 29 high performers (3 female and 26 male).

**F. STATISTICS**

Matlab R2017a, RPY2 [31], and SPSS 25.0 were used for statistical analyses. Frequencies, percentages, means, and standard deviations were calculated as descriptive statistics. Low and high performers were compared in baseline demographic variables using Fisher’s exact tests and t-Tests for independent samples. For RQ1, RQ2, RQ3, and RQ5, linear multilevel models [32] with the full maximum likelihood estimation were performed. Hereby, two levels were included, where level one represents the repeated assessments (either in outlier detection or cluster recognition), whereas level two represents the participants. The performance measures (except errors) were the dependent variables in these models. In RQ 1, we also used Fisher’s exact tests for the error probabilities. The STAI scores were evaluated using t-Tests for dependent samples for RQ4. In RQ5, the effect of 2D vs. HoloLens was explored, using McNemar’s test for the error probability. All statistical tests were performed two-tailed; the significance value was set to P < .05.

**G. DATA AVAILABILITY**

The raw data set containing all collected data that was analyzed during this study is included in this paper (and its supplementary material).

**III. RESULTS**

This section discusses the results of the conducted study.

**A. BASELINE COMPARISON BETWEEN LOW AND HIGH PERFORMERS**

Table 1 summarizes the sample description and comparisons between low and high performers in baseline variables. No significant differences were found. Descriptively, the low performers had a higher percentage of female participants than the high performers and the high performers were younger than the low performers.

**B. RESULTS FOR RQ1**

Concerning the errors for cluster recognition, the performance did not differ significantly for the 2D approach (4 errors for low performers, 2 errors for high performers, p = .672) and the 3D approach (8 errors for low performers, 2 errors for high performers, p = .082) between high and low performers. In Table 2, high performers were compared to low performers across the eight tasks of the outlier detection task using the HoloLens. Hereby, the high performers were significantly quicker to solve the tasks than the low performers (p = .013). Moreover, the high performers required a tendentially shorter walking distance (p = .071) to solve the tasks. The multilevel models did not converge for the 2D / 3D cluster recognition to explore differences between high performers and low performers, with respect to time in 2D and 3D cluster recognition.

**C. RESULTS FOR RQ2**

During the eight outlier detection tasks in HoloLens, the BoundingBox (p < .001), Pathlength (p = .709), PathVariance (p < .001), PathMean (p < .001), Angle-Variance (p < .001), and AngleMean (p < .001) increased significantly from task to task (see Table 3). The recorded time (p = .709) did not change significantly from task to task in outlier’s detection using the HoloLens. Concerning cluster recognition using the HoloLens, the recorded time (p < .187) did not increase from task to task (see Table 4). The change
TABLE 2. Results of the multilevel models for RQ 1 (Outlier detection in HoloLens).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Estimate</th>
<th>SE(^a)</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>BoundingBox for low performer across tasks</td>
<td>2.224</td>
<td>.438</td>
<td>(t(60.00) = 5.08; p&lt;.001)</td>
</tr>
<tr>
<td>Alteration of BoundingBox for high performer across tasks</td>
<td>+.131</td>
<td>.630</td>
<td>(t(60.00) = .21; p=.836)</td>
</tr>
<tr>
<td>Time for low performer across tasks</td>
<td>20.919</td>
<td>1.045</td>
<td>(t(60.00) = 20.02; p&lt;.001)</td>
</tr>
<tr>
<td>Alteration of Time for high performer across tasks</td>
<td>-3.863</td>
<td>1.503</td>
<td>(t(60.00) = -2.57; p=.013)</td>
</tr>
<tr>
<td>Pathlength for low performer across tasks</td>
<td>5.637</td>
<td>.613</td>
<td>(t(60.00) = 9.19; p&lt;.001)</td>
</tr>
<tr>
<td>Alteration of Pathlength for high performer across tasks</td>
<td>-.1624</td>
<td>.882</td>
<td>(t(60.00) = -1.84; p=.071)</td>
</tr>
<tr>
<td>PathVariance for low performer across tasks</td>
<td>4.3E-4</td>
<td>4.7E-5</td>
<td>(t(65.15) = 9.25; p&lt;.001)</td>
</tr>
<tr>
<td>Alteration of PathVariance for high performer across tasks</td>
<td>+4.3E-6</td>
<td>6.7E-5</td>
<td>(t(65.15) = .063; p=.950)</td>
</tr>
<tr>
<td>PathMean for low performer across tasks</td>
<td>.0047</td>
<td>5.3E-4</td>
<td>(t(60.00) = 8.697; p&lt;.001)</td>
</tr>
<tr>
<td>Alteration of PathMean for high performer across tasks</td>
<td>+3.8E-5</td>
<td>7.7E-4</td>
<td>(t(60.00) = .05; p=.960)</td>
</tr>
<tr>
<td>AngleVariance for low performer across tasks</td>
<td>.0012</td>
<td>7.3E-5</td>
<td>(t(85.70) = 16.15; p&lt;.001)</td>
</tr>
<tr>
<td>Alteration of AngleVariance for high performer across tasks</td>
<td>-.27E-5</td>
<td>1.0E-4</td>
<td>(t(85.70) = -.26; p=.796)</td>
</tr>
<tr>
<td>AngleMean for low performer across tasks</td>
<td>.015</td>
<td>.001</td>
<td>(t(60.00) = 14.27; p&lt;.001)</td>
</tr>
<tr>
<td>Alteration of AngleMean for high performer across tasks</td>
<td>-3.0E-4</td>
<td>1.5E-3</td>
<td>(t(60.00) = -.20; p=.842)</td>
</tr>
</tbody>
</table>

\(^a\)SE = Standard Error

TABLE 3. Results of the multilevel models for RQ 2 (Outlier detection in HoloLens).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Estimate</th>
<th>SE(^a)</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>BoundingBox at first task</td>
<td>.984</td>
<td>.392</td>
<td>(t(38.12) = 2.51; p=.013)</td>
</tr>
<tr>
<td>Alteration of BoundingBox from task to task</td>
<td>+.373</td>
<td>.067</td>
<td>(t(20.00) = 5.59; p&lt;.001)</td>
</tr>
<tr>
<td>Time at first task</td>
<td>19.431</td>
<td>1.283</td>
<td>(t(30.02) = 15.11; p&lt;.001)</td>
</tr>
<tr>
<td>Alteration of Time from task to task</td>
<td>-.108</td>
<td>.286</td>
<td>(t(42.00) = -3.37; p=.109)</td>
</tr>
<tr>
<td>Pathlength at first task</td>
<td>3.903</td>
<td>.646</td>
<td>(t(214.81) = 6.05; p&lt;.001)</td>
</tr>
<tr>
<td>Alteration of Pathlength from task to task</td>
<td>+.271</td>
<td>.131</td>
<td>(t(42.00) = 2.06; p=.040)</td>
</tr>
<tr>
<td>PathVariance at first task</td>
<td>3.1E-4</td>
<td>3.7E-5</td>
<td>(t(117.77) = 8.43; p&lt;.001)</td>
</tr>
<tr>
<td>Alteration of PathVariance from task to task</td>
<td>+3.5E-5</td>
<td>4.5E-6</td>
<td>(t(455.00) = 7.90; p&lt;.001)</td>
</tr>
<tr>
<td>PathMean at first task</td>
<td>.0033</td>
<td>4.2E-4</td>
<td>(t(88.98) = 7.66; p&lt;.001)</td>
</tr>
<tr>
<td>Alteration of PathMean from task to task</td>
<td>+4.1E-4</td>
<td>5.2E-5</td>
<td>(t(42.00) = 7.81; p&lt;.001)</td>
</tr>
<tr>
<td>AngleVariance at first task</td>
<td>.001</td>
<td>5.7E-5</td>
<td>(t(129.86) = 17.92; p&lt;.001)</td>
</tr>
<tr>
<td>Alteration of AngleVariance from task to task</td>
<td>+4.1E-5</td>
<td>6.5E-6</td>
<td>(t(541.75) = 6.34; p&lt;.001)</td>
</tr>
<tr>
<td>AngleMean at first task</td>
<td>.0127</td>
<td>8.1E-4</td>
<td>(t(82.17) = 15.52; p&lt;.001)</td>
</tr>
<tr>
<td>Alteration of AngleMean from task to task</td>
<td>+6.1E-4</td>
<td>9.0E-5</td>
<td>(t(42.00) = 6.86; p&lt;.001)</td>
</tr>
</tbody>
</table>

\(^a\)SE = Standard Error

D. RESULTS FOR RQ3
With the help of spatial sounds, the users were able to solve the tasks in the outlier detection quicker than without using spatial sounds (\(p = .020\), see Table 5).

E. RESULTS FOR RQ4
At the pre-assessment, the average state on the STA1 scores were \(M = 44.58\) (\(SD = 4.67\)). At post-assessment, it was \(M = 45.72\) (\(SD = 4.43\)). This change did not attain statistical significance (\(p = .175\)). Descriptive statistics of the answers in the self-developed questionnaire are presented in Fig. 6. Hereby, the number of outliers for question Support Sound is remarkable.

F. RESULTS FOR RQ5
The HoloLens approach resulted in significantly faster cluster recognition times than using a desktop computer (\(p < .001\), see Table 6). However, note that the speed advantage of the HoloLens was rather small (i.e., in a milliseconds range).
When using the HoloLens, ten participants made errors. In contrast, six participants answered wrongly when analyzing the tasks with the desktop solution ($p = .344$).

### IV. DISCUSSION

This study evaluated immersive analytic approaches for mixed reality. More specifically, several research questions were raised to address the usability of mixed reality for the accomplishment of visual analytic tasks. Hereby, the effect of spatial sounds, the benefit of a good spatial imagination ability, and the comparison against a traditional desktop approach were evaluated. In total, 60 participants took part and solved eight tasks for outlier detection and six tasks in the field of cluster recognition twice. High performers were classified...
by using a mental rotation test. For RQ1, we found that high performers are quicker in outlier detection as well as in cluster recognition using the HoloLens compared to low performers. Note that our tasks were not domain specific. Also, other studies showed an advantage of high versus low performers in augmented reality, e.g., in the field of medical training [33]. In our study, we recognized a significant change of the measured movements patterns in outlier’s detection using the Hololens (Bounding Box, Pathlength, PathVariance, PathMean, AngleVariance, AngleMean). The users learned that they can get a better overview and generate a better 3D perspective (RQ2) when moving around. Measurement patterns, such as the smoothness of a movement, have been also studied by augmented reality studies [34]. For RQ3, we measured a significant speed advantage in the outlier’s task through the use of spatial sounds. It is evident that this effect is more valuable if the user’s interface is too large to keep it always in the field of view. Again, the effects of spatial sounds are also addressed by other works in augmented reality settings, e.g., by [14], [35], and [36]. Its outstanding role in the handling of 3D user interfaces is always stressed by these works. For the HoloLens, the spatial sounds are limited to horizontal directions and unsuitable to direct the gaze to the bottom or the top. Moreover, even though the spatial sounds helped to solve the tasks quicker, the participants opinion of its usefulness was ambiguous (see RQ4). Some participants mentioned that they would like to start and stop the sound in order not to be not disturbed when they are in an orientation phase. Spatial sounds, in turn, could be applied very precisely and were even used in another use case to help blind users [37]. Referring to RQ5, the HoloLens results in faster responses in cluster recognition compared to a 2D desktop approach. To embed this result in the existing literature, the comparison of 3D visualizations to 2D representations was conducted several times ([18]–[20], or [21]), interestingly with different outcomes.

A. LIMITATIONS

The following limitations of this study [38] need to be discussed. First, the selection process of the participants limits generalizability. About 80% of all recruited participants were students or research associates. Note that the recruitment of students as a substitute in empirical studies is a general subject of discussions, where [30] argues in favor of recruiting them. Furthermore, the classification of recruited participants into low and high performers by using a mental rotation test administered via a desktop computer may be oversimplified, as it excludes prior knowledge in the field of augmented reality. We collected the prior knowledge concerning data analytics and augmented reality in a self-assessment questionnaire with questions asking for the number of days spent in this field. However, few people had prior knowledge with smart glasses and therefore it was impossible to choose this questionnaire as a suitable base for the division into the two groups. A combination of different aspects of mixed reality might lead to a more sophisticated expert score in future work. A possible threat to internal validity might be to have not covered enough variables to identify potential baseline differences between low and high performers. As immersive analytics include and affect many of the human senses, it might be difficult to cover and exclude all external influences. As another shortcoming, 60 participants are a rather small sample of participants. Moreover, the tasks were chosen domain independent and cannot be transferred to very specific settings and use cases. Despite these limitations, the strength of the study was that we provided a wide overview of the feasibility on immersive analytics.

B. SUMMARY

In summary, the results of this study underline the feasibility of immersive analytics in general. The main findings show that (1) high performers with a high mental rotation imagination ability are able to solve tasks quicker, (2) spatial sounds make immersive analytic less time consuming, (3) immersive analytics are a suitable alternative to desktop approaches. To the best of our knowledge, usability issues in the context of mixed reality have not been studied at this scale previously. Furthermore, this may serve as a valuable benchmark for the evaluation of immersive analytics in more general.

APPENDIX A
DEVELOPED QUESTIONNAIRE

The following questions were used as a subjective feedback:

- As how stressful did you experience wearing the glasses? (Short: Wearing)
- How stressful was the outlier’s task? (Short: Outliers)
- As how stressful did you experience the spatial sounds? (Short: Sound)
- How stressful was the task finding clusters in Mixed Reality? (Short: Cluster(MR))
- How stressful was the task finding clusters in the desktop approach? (Short: Cluster(DT))
- How stressful was the usage of the voice commands? (Short: Voice)
Did you feel supported by the spatial sounds? (Short: Support Sound)
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