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Abstract. Flexible support of distributed business processes is a charac-
teristic challenge for any workflow management system (WfMS).
Scalability at the presence of high loads as well as the capability to
dynamically adapt running process instances are essential requirements.
Should the latter one be not met, the WfMS will not have the neces-
sary flexibility to cover the wide range of process-oriented applications
deployed in many organizations. Scalability and flexibility have, for the
most part, been treated separately in literature thus far. Even though
they are basic needs for a WfMS, the requirements related with them
are totally different. To achieve satisfactory scalability, on the one hand
the system needs to be designed such that a workflow (WF) instance can
be controlled by several WF servers that are as independent from each
other as possible. Yet dynamic WF changes, on the other hand, neces-
sitate a (logical) central control instance which knows the current and
global state of a WF instance. This paper presents methods which allow
ad-hoc modifications (e.g., to insert, delete, or shift steps) to be correctly
performed in a distributed WfMS; i.e., in a WfMS with partitioned WF
execution graphs and distributed WF control. It is especially noteworthy
that the system succeeds in realizing the full functionality as given in the
central case while, at the same time, achieving favorable behavior with
respect to communication costs.

1 Introduction

Workflow management systems (WfMS) enable the definition, execution, and
monitoring of computerized business processes. Very often, a centralized WfMS
shows deficits when it is confronted with high loads or when the business pro-
cesses to be supported span multiple organizations. As in several other ap-
proaches (e.g. [9,15]), in the ADEPT project, we have met this particular demand
by realizing a distributed WfMS made up of several workflow (WF) servers. WF
schemes may be divided into several partitions such that related WF instance
may be controlled ”piecewise” by different WF servers in order to obtain a fa-
vorable communication behavior [3,5]. Such a distributed WF execution is also
needed, for example, for the WF-based support of ubiquitous applications and
their integration with backend systems.

R. Meersman and Z. Tari et al. (Eds.): OTM 2007, Part I, LNCS 4803, pp. 150–168, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



Supporting Ad-Hoc Changes in Distributed Workflow Management Systems 151

Comparable to centralized WfMS (e.g., Staffware), a distributed WfMS must
meet high flexibility requirements in order to cover the broad spectrum of pro-
cesses we can find in large organizations [16,20,14]. In particular, at the WF
instance level it must be possible to deviate from the pre-defined WF schema
during runtime if required (e.g., by adding, deleting or moving process activi-
ties in the flow of control). As reported in literature (e.g., [14,19]), such ad-hoc
WF changes become necessary to deal with exceptional or changing situations.
Within the ADEPT project we have developed an advanced technology for the
support of adaptive workflows. In paticular, ADEPT allows users (or agents) to
dynamically modify a running WF instance without causing any run-time error
or inconsistency in the sequel (e.g., deadlocks or program crashes due to activity
invocations with missing input parameter data) [16,17].

In our previous work we considered distributed execution of partitioned WF
schemes and ad-hoc modifications as separate issues. In fact, we have not system-
atically investigated how these two vital aspects of a WfMS interact. Typically
such an investigation is not trivial as the requirements related to each of these
two aspects are different: Ad-hoc WF instance modifications and the correct
processing of the WF instance afterwards prescribe a logically central control
instance to ensure correctness and consistency [16]. The existence of such a
central instance, however, contradicts to the accomplishments achieved by dis-
tributed WF execution. The reason for this is that a central component decreases
the availability of the WfMS and increases communication efforts between WF
clients and the WF server. One reason for this lies in the fact that the central
control instance must be informed of each and every change in the state of any
WF instance. This state of the instance is needed to decide whether an intended
modification is executable at all [16].

The objective of this paper is to introduce an approach for enabling ad-hoc
modifications of single WF instances in a distributed WfMS; i.e., a WfMS with
WF schema partitioning and distributed WF control. As a necessary prerequi-
site, distributed WF control must not affect the applicability of ad-hoc modifi-
cations; i.e., each modification, allowed in the central case, must be applicable
in case of distributed WF execution as well. And the support of such ad-hoc
modifications, in turn, must not impact distributed WF control. In particular,
normal WF execution should not necessitate a great deal of additional commu-
nication effort due to the application of WF instance modifications. Finally, in
the system to be developed, ad-hoc modifications should be correctly performed
and as efficiently as possible. To deal with these requirements, it is essential to
examine which servers of the WfMS must be involved in the synchronization of
an ad-hoc modification. Most likely we will have to consider those servers cur-
rently involved in the control of the respective WF instance. These active servers
require the resulting execution schema of the WF instance (i.e., the schema and
state resulting from the ad-hoc modification) in order to correctly control it after
the modification. Thus we first need an efficient approach to determine the set
of active servers for a given WF instance. This must be possible without a sub-
stantial expense of communication efforts. In addition, we must clarify how the
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new execution schema of the WF instance, generated as a result of the ad-hoc
modification, may be transmitted to relevant servers. An essential requirement
is, thereby, that the amount of communication may not exceed acceptable limits.

Section 2 gives background information about distributed WfMS, which which
is needed for the understanding of this paper. Section 3 describes how ad-hoc
modifications are performed in a distributed WfMS, while Section 4 sets out how
modified WF instances can be efficiently controlled in such a system. We discuss
related work in Section 5 and end with a summary in Section 6.

2 Distributed Workflow Execution in ADEPT

Usually, WfMS with one central WF server are unsuitable if the WF participants
(i.e., the actors of the WF activities) are distributed across multiple enterprises
or organizational units. In such a case, the use of one central WF server would
restrict the autonomy of the involved partners and might be disadvantageous
with respect to respones times. Particularly, if the organizations are widespread,
response times will significantly increase due to the long distance communication
between WF clients and the WF server. In addition, owing to the large number
of users and co-active WF instances typical for enterprise-wide applications,
the WfMS is generally subjected to an extremely heavy load. This may lead
to certain components of the system becoming overloaded. For all these and
other reasons, in the distributed variant of ADEPT, a WF instance may not
be controlled by only one WF server. Instead, its related WF schema may be
partitioned at buildtime (if favorable), and the resulting partitions be controlled
”piecewise” by multiple WF servers during runtime 1 [3] (cf. Fig. 1). As soon
as the end of a partition is reached at run-time, control over the respective WF
instance is handed over to the next WF server (in the following we call this
migration).

When performing such a migration, a description of the state of the WF
instance has to be transmitted to the target server before this WF server can
take over control. This includes, for example, information about the state of WF
activities as well as values for WF relevant data; i.e., data elements connected
with output parameters of activities. (To simplify matters, in this paper we
assume that WF templates (i.e., respective WF schemes) have been replicated
and stored on all (relevant) WF servers of the distributed WfMS.)

To avoid unnecessary communication between WF servers, ADEPT allows
to control parallel branches of a WF instance independently from each other –
at least as no synchronization due to other reasons, e.g. a dynamic WF modi-
fication, becomes necessary. In the example given in Figure 1b, WF server s3,
which currently controls activity d, normally does not know how far execution
has progressed in the upper branch (activities b and c). This has the advantage
that the WF servers responsible for controlling the activities of parallel branches
do not need to be synchronized.
1 To achieve a better scalability we allow the same partition of different WF instances

to be controlled by multiple WF servers (for details see [6]).
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Fig. 1. a) Migration of a WF instance (from s1 to s3) and b) the resulting state of the
WF instance

The partitioning of WF schemes and distributed WF control have been suc-
cessfully utilized in other approaches as well (e.g. [9,15]).In ADEPT, we have
targeted an additional goal, namely the minimization of communication costs.
Concrete experiences we gained in working with commercial WfMS have shown
that there is a great deal of communication between the WF server and its WF
clients, oftentimes necessitating the exchange of large amounts of data. This may
lead to the communication system becoming overloaded. Hence, the WF servers
responsible for controlling activities in ADEPT are defined in such a way that
communication in the overall system is reduced: Typically, the WF server for
the control of a specific activity is selected in a way such that it is located in
the subnet to which most of the potential actors belong (i.e., the users whose
role would allow them to handle the activity). This way of selecting the server
contributes to avoid cross-subnet communication between the WF server and its
clients. Further benefits are improved response times and increased availability.
This is achieved due to the fact that neither a gateway nor a WAN (Wide Area
Network) is interposed when executing activities. The efficiency of the described
approach – with respect to WF server load and communication costs – has been
proven by means of comprehensive simulations and is outside the scope of this
paper (see [4]).

Usually, servers are assigned to the activities of a WF schema already at
build-time. However, in some cases this approach does not suffice to achieve the
desired results. This may be the case, for example, if dependent actor assignments
become necessary. Such assignments indicate, for example, that an activity n has
to be performed by the same actor as a preceding activity m. Consequently, the
set of potential actors of activity n is dependent on the concrete actor assigned
to activity m. Since this set of prospective actors can only be determined at run-
time, it would be beneficial to wait with WF server assignment until run-time
as well. Then, a server in a suitable subnet can be selected; i.e., one that is most
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favorable for the actors defined. For this purpose, ADEPT supports so-called
variable server assignments [5]. Here, server assignment expressions like "server
in subnet of the actor performing activity m" are assigned to activities and then
evaluated at run-time. This allows the WF server, which shall control the related
activity instance, to be determined dynamically.

3 Ad-Hoc Modifications in a Distributed WfMS

In principle, in a distributed WfMS ad-hoc modifications of single WF instances
have to be performed just as in a central system (for an example see Fig. 2).
The WfMS has to check whether or not the desired modification is allowed on
basis of the current structure and state of the concerned WF instance. If the
modification is permissible (e.g., if the instance has not progressed too far in its
execution), the related change operations will have to be determined and the
WF schema belonging to the WF instance will be modified accordingly (incl.
adaptations of the WF instance state if required).
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Fig. 2. (Simplified) example of an ad-hoc modification in a centralized WfMS with a)
WF execution schema, b) execution history, and c) modification history

To investigate whether an ad-hoc modification is permissible in a distributed
WfMS, first, the system needs to know the current global state of the (dis-
tributed) WF instance (or at least relevant parts of it). In case of parallel execu-
tion branches this state information may be distributed over several WF servers
and therefore may have to be retrieved from these WF servers when a change
becomes necessary.
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This section describes a method for determining the set of WF servers on
which the state information relevant for the applicability of a modification is
located. In contrast to a central WfMS, in distributed WfMS it is generally
not sufficient to modify the execution schema of the WF instance solely on
the WF server responsible for controlling the modification. Otherwise, errors or
inconsistencies may occur in the following, since other WF servers would use
”out-of-date” schema and state information when controlling the WF instance.
Therefore, in the following, we show which WF servers have to be involved in
the modification procedure and how corresponding protocols look like.

3.1 Synchronizing Workflow Servers During Ad-Hoc Modifications

An authorized user may invoke an ad-hoc modification on any WF server which
(currently) controls the WF instance in question. Yet as a rule, this WF server
alone may not always be able to correctly perform the modification. If other WF
servers currently control parallel branches of the corresponding WF instance,
state information from these WF servers may be needed as well. In addition, the
WF server initiating the change process must also ensure that the corresponding
modifications are taken over into the execution schemes of the respective WF
instance, which are being managed by these other WF servers. Note that this
becomes necessary to enable them to correctly proceed with the control flow in
the sequel (see below). A naive solution would be to involve all WF servers of the
WfMS by a broadcast. However, this approach is impractical in most cases as it
is excessively expensive. In addition, all server machines of the WfMS must be
available before an ad-hoc modification can be performed. Thus we have come
up with three alternative approaches, which we explain and discuss below.

Approach 1: Synchronize all Servers Concerned With the WF Instance

This approach considers those WF servers which either have been or are currently
active in controlling activities of the WF instance or which will be involved in the
execution of future activities. Although the effort involved in communication is
greatly reduced as compared to the naive solution mentioned above, it may still
be unduly large. For example, communication with those WF servers which were
involved in controlling the WF instance in the past and which will not participate
again in future is superfluous. They do not need to be synchronized any more
and the state information managed by them has already been migrated.

Approach 2: Synchronize Current and Future Servers of the WF In-
stance.
To be able to control a WF instance, a WF server needs to know its current
WF execution schema. This, in turn, requires knowledge of all ad-hoc modifi-
cations performed so far. For this reason, a modification is relevant for those
WF servers which either are currently active in controlling the WF instance or
will be involved in controlling it in the future. Thus it seems to make sense to
synchronize exactly these WF servers in the modification procedure. However,
with this approach, problems may arise in connection with conditional branches.
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For XOR-splits, which will be performed in the future, it cannot always be
determined in advance which execution branch will be chosen. As different ex-
ecution branches may be controlled by different WF servers, the set of relevant
WF servers cannot be calculated immediately. Generally, it is only possible to
calculate the set of the WF servers that will be potentially involved in this WF
instance in the future. The situation becomes even worse if variable server as-
signments (cf. Sect. 2) are used. Then, generally, for a given WF instance it is
not possible to determine the WF servers that will be potentially involved in
the execution of future activities. The reason for this is that the run-time data
of the WF instance, which is required to evaluate the WF server assignment
expressions, may not even exist at this point in time. For example, in Figure 3,
during execution of activity g, the WF server of activity j cannot be determined
since the actor responsible for activity i has not been fixed yet. Thus the system
will not always be able to synchronize future servers of the WF instance when
an ad-hoc modification takes place. As these WF servers do not need to be in-
formed about the modification at this time (since they do not yet control the
WF instance), we suggest another approach.

Approach 3: Synchronize all Current Servers of the WF Instance

The only workable solution is to synchronize exclusively those WF servers cur-
rently involved in controlling the WF instance, i.e. the active WF servers. Gen-
erally, it is not trivial at all to determine which WF servers these in fact are.
The reason is that in case of distributed WF control, for an active WF server
of a WF instance the execution state of the activities being executed in paral-
lel (by other WF servers) is not known. As depicted in Figure 3, for example,
WF server s4, which controls activity g, does not know whether migration Mc,d

has already been executed and, as a result, whether the parallel branch is being
controlled by WF server s2 or by WF server s3. In addition, it is not possible
to determine which WF server controls a parallel branch, without further effort,
if variable server assignments are used. In Figure 3, for example, the WF server
assignment of activity e refers to the actor of activity c, which is not known by
WF server s4. – In the following, we restrict our considerations to Approach 3.
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Fig. 3. Insertion of activity x between the activities g and d by the server s4

3.2 Determining the Set of Active Servers of a Workflow Instance

As explained above, generally, a WF server is not always able to determine from
its local state information which other WF servers are currently executing ac-
tivities of a specific WF instance. And it is not a good idea to use a broadcast
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call to search for these WF servers, as this would result in exactly the same
drawbacks as described for the naive solution at the beginning of Section 3.1.
We, therefore, require an approach for explicitly managing the active WF servers
of a WF instance. The administration of these WF servers, however, should not
be carried out by a fixed (and therefore central) WF server since this might lead
to bottlenecks, thus negatively impacting the availability of the whole WfMS.

For this reason, in ADEPT, the set of active WF servers (ActiveServers) is
managed by a ServerManager specific to the WF instance. For this purpose, for
example, the start server of the WF instance can be used as the ServerManager.
Normally, this WF server varies for each of the WF instances (even if they are
of the same WF type), thus avoiding bottlenecks.

The start WF server can be easily determined from the (local) execution his-
tory by any WF server involved in the control of the WF instance. The following
subsections show how the set of active WF servers of a specific WF instance is
managed by the ServerManager, how this set is determined, and how ad-hoc
modifications can be efficiently synchronized.

Managing Active WF Servers of a WF Instance. As mentioned above, for
the ad-hoc modification of a WF instance we require the set ActiveServers, which
comprises all WF servers currently involved in the control of the WF instance.
This set, which may be changed due to migrations, is explicitly managed by the
ServerManager. Thereby, the following two rules have to be considered:

1. Multiple migrations of the same WF instance must not overlap arbitrarily,
since this would lead to inconsistencies when changing the set of active WF
servers.

2. For a given WF instance, the set ActiveServers must not change due to mi-
grations during the execution of an ad-hoc modification. Otherwise, wrong
WF servers would be involved in the ad-hoc modification or necessary WF
servers would be left out.

As we will see in the following, we prevent these two cases by the use of sev-
eral locks.2 We now describe the algorithms necessary to satisfy these require-
ments. Algorithm 1 shows the way migrations are performed in ADEPT. It
interacts with Algorithm 2 by calling the procedure UpdateActiveServers (re-
motely), which is defined by this algorithm. This procedure manages the set of
active WF servers currently involved in the WF instance; i.e., it updates this set
consistently in case of WF server changes.

2 A secure behavior of the distributed WfMS could also be achieved by perform-
ing each ad-hoc modification and each migration (incl. the adaptation of the set
ActiveServers) within a distributed transaction (with 2-phase-commit). But this ap-
proach would be very restrictive since during the execution of such an operation,
“normal WF execution” would be prevented. That means, while performing a mi-
gration, the whole WF instance would be locked and, therefore, even the execution of
activities actually not concerned would not be possible. Such a restrictive approach
is not acceptable for any WfMS. However, it is not required in our approach and we
realize a higher degree of parallel execution while achieving the same security.
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Algorithm 1 illustrates how a migration is carried out. It is initiated and ex-
ecuted by a source WF server that hands over control to a target WF server.
First, the SourceServer requests a non-exclusive lock from the ServerManager,
which prevents the migration from being performed during an ad-hoc modifi-
cation (cf. Algorithm 3). Then an exclusive, short-term lock is requested. This
lock ensures that the ActiveServers set of a given WF instance is not changed si-
multaneously by several migrations within parallel branches. (Both lock requests
may be incorporated into a single call to save a communication cycle.)

The SourceServer reports the change of the ActiveServers set to the Server-
Manager, specifying whether it remains active for the concerned WF instance
(Stay), or whether it will not be involved any longer (LogOff). If, for example, in
Figure 3 the migration Mb,c is executed before Mf,g, the option Stay will be used
for the migration Mb,c since WF server s1 remains active for this WF instance.
Thus, the option LogOff is used for the subsequent migration Mf,g as it ends
the last branch controlled by s1. The (exclusive) short-term lock prevents that
these two migrations may be executed simultaneously. This ensures that it is
always clear whether or not a WF server remains active for a WF instance when
a migration has ended. Next, the WF instance data (e.g., the current state of
the WF instance) is transmitted to the target WF server of the migration. Since
this is done after the exclusive short-term lock has been released (by Update-
ActiveServers), several migrations of the same WF instance may be executed
simultaneously. The algorithm ends with the release of the non-exclusive lock.

Algorithm 1 (Performing a Migration)

input
Inst: ID of the WF instance to be migrated
SourceServer: source server of the migration (it performs this algorithm)
TargetServer: target server of the migration

begin
// calculate the ServerManager for this WF instance by the use of its execution

history
ServerManager = StartServer(Inst);
// request a non-exclusive lock and an exclusive short-term lock from the Server-

Manager
RequestSharedLock(Inst) → ServerManager;3

RequestShortTermLock(Inst) → ServerManager;
// change the set of active servers (cf. Algorithm 2)
if LastBranch(Inst) then

// the migration is performed for the last execution branch of the WF instance,
that is active at the

// SourceServer
UpdateActiveServers(Inst, SourceServer, LogOff, TargetServer) → ServerMan-

ager;
else // another execution path is active at SourceServer

UpdateActiveServers(Inst, SourceServer, Stay, TargetServer) → ServerManager;

3 p() → s means that procedure p is called and then executed by server s.
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// perform the actual migration and release the non-exclusive lock
MigrateWorkflowInstance(Inst) → TargetServer;
ReleaseSharedLock(Inst) → ServerManager;

end.

Algorithm 2 is used by the ServerManager to manage the WF servers currently
involved in controlling a given WF instance. To fulfill this task, the ServerMan-
ager also has to manage the locks mentioned above. If the procedure Update-
ActiveServers is called with the option LogOff, the source WF server of the
migration is deleted from the set ActiveServers(Inst); i.e., the set of active WF
servers with respect to the given WF instance. The reason for this is that this
WF server is no longer involved in controlling this WF instance. The target WF
server for the migration, however, is always inserted into this set independently
of whether it is already contained or not because this operation is idempotent.

The short-term lock requested by Algorithm 1 before the invocation of Up-
dateActiveServers prevents Algorithm 2 from being run in parallel more than
once for a given WF instance. This helps to avoid an error due to overlapping
changes of the set ActiveServers(Inst). When this set has been adapted, the
short-term lock is released.

Algorithm 2 (UpdateActiveServers: Managing the Active WF Servers)

input
Inst: ID of the affected WF instance
SourceServer: source server of the migration
Option: source server be involved in the WF instance furthermore (Stay) or not

(LogOff)?
TargetServer: target server of the migration

begin
// update the set of the current WF servers of the WF instance Inst
if Option = LogOff then

ActiveServers(Inst) = ActiveServers(Inst) − {SourceServer};
end if
ActiveServers(Inst) = ActiveServers(Inst) ∪ {TargetServer};
ReleaseShortTermLock(Inst); // release the short-term lock

end.

Performing Ad-hoc Modifications. Where the previous section has de-
scribed how the ServerManager handles the set of currently active WF servers
for a particular WF instance, this section sets out how this set is utilized when
ad-hoc modifications are performed.

First of all, if no parallel branches are currently being executed, trivially, the
set of active WF servers contains exactly one element, namely the current WF
server. This case may be detected by making use of the state and structure
information (locally) available at the current WF server. The same applies to
the special case that currently all parallel branches are controlled by the same
WF server. In both cases, the method described in the following is not needed
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and therefore not applied. Instead, the WF server currently controlling the WF
instance performs the ad-hoc modification without consulting any other WF
server. Consequently, this WF server must not communicate with the Server-
Manager as well. For this special case, therefore, no additional synchronization
effort occurs (when compared to the central case).

We now consider the case that parallel branches exist; i.e., an ad-hoc modifi-
cation of the WF instance may have to be synchronized between multiple WF
servers. The WF server which coordinates the ad-hoc modification then requests
the set ActiveServers from the ServerManager. When performing the ad-hoc
modification, it is essential that this set is not changed due to concurrent mi-
grations. Otherwise, wrong WF servers would be involved in the modification
procedure. In addition, it is vital that the WF execution schema of the WF in-
stance is not restructured due to concurrent modifications, since this may result
in the generation of an incorrect schema.

To prevent either of these faults we introduce Algorithm 3. It requests an ex-
clusive lock from the ServerManager to avoid the mentioned conflicts. This lock
corresponds to a write lock [11] in a database system and is incompatible with
read locks (RequestSharedLock in Algorithm 1) and other write locks of the same
WF instance. Thus, it prevents that migrations are performed simultaneously to
an ad-hoc modification of the WF instance.

Algorithm 3 (Performing an Ad-hoc Modification)

input
Inst: ID of the WF instance to be modified
Modification: specification of the ad-hoc modification

begin
// calculate the ServerManager for this WF instance
ServerManager = StartServer(Inst);
// request an exclusive lock from the ServerManager and calculate the set of active

WF servers
RequestExclusiveLock(Inst) → ServerManager;
ActiveServers = GetActiveServers(Inst) → ServerManager;
// request a lock from all servers, calculate the current WF state, and perform the

change (if possible)
for each Server s ∈ ActiveServers do

RequestStateLock(Inst) → s;
GlobalState = GetLocalState(Inst);
for each Server s ∈ ActiveServers do

LocalState = GetLocalState(Inst) → s;
GlobalState = GlobalState ∪ LocalState;

if DynamicModificationPossible(Inst, GlobalState, Modification) then
for each Server s ∈ ActiveServers do

PerformDynamicModification(Inst, GlobalState, Modification) → s;
// release all locks
for each Server s ∈ ActiveServers do
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ReleaseStateLock(Inst) → s;
ReleaseExclusiveLock(Inst) → ServerManager;

end.

As soon as the lock has been granted, a query is sent to acquire the set of ac-
tive WF servers of this WF instance.4 Then a lock is requested at all WF servers
belonging to the set ActiveServers in order to prevent local changes to the state
of the WF instance. Any activities already started, however, may be finished
normally since this does not affect the applicability of an ad-hoc modification.
Next the (locked) state information is retrieved from all active WF servers. Note
that the resulting global and current state of the WF instance is required to
check whether the ad-hoc modification to be performed is permissible or not. In
Figure 3, for example, WF server s4, which is currently controlling activity g and
which wants to insert activity x after activity g and before activity d, normally
does not know the current state of activity d (from the parallel branch). Yet
the ad-hoc modification is permissible only if activity d has not been started at
the time the modification is initiated [16]. If this is the case, the modification
is performed at all active WF servers of the WF instance (PerformDynamic-
Modification). Afterwards, the locks are released and any blocked migrations or
modification procedures may then be carried out.

3.3 Illustrative Example

How migrations and ad-hoc modifications work together is explained by means
of an example. Figure 4a shows a WF instance, which is currently controlled by
only one WF server, namely the WF server s1. Figure 4b shows the same WF
instance after it migrated to a second WF server (s2). In Figure 4c the execution
was continued. One can also see that each of the two WF servers must not always
possess complete information about the global state of the WF instance.

Assume now that an ad-hoc modification has to be performed, which is co-
ordinated by the WF server s1. Afterwards, both WF servers shall possess the
current schema of the WF instance to correctly proceed with the flow of control.
With respect to the (complete) current state of the WF instance, it is sufficient
that it is known by the coordinator s1 (since only this WF server has to decide on
the applicability of the desired modification). The other WF server only carries
out the modification (as specified by WF server s1).

4 Distributed Execution of a Modified Workflow Instance

If a migration of a WF instance has to be performed, its current state has to be
transmitted to the target WF server. In ADEPT, this is done by transmitting
the relevant parts of the execution history of the WF instance together with the

4 This query may be combined with the lock request into a single call to save a
communication cycle.
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Fig. 4. Effects of migrations and ad-hoc modifications on the (distributed) execution
schema of a WF instance (local view of the WF servers)

values of WF relevant data (i.e., data elements used as input and output data
of WF activities or as input data for branching and loop conditions)

If an ad-hoc modification was previously performed, the target WF server
of a migration also needs to know the modified execution schema of the WF
instance in order to be able to control the WF instance correctly. In the approach
introduced in the previous section, only the active WF servers of the WF instance
to be modified have been involved in the modification. As a consequence, the
WF servers of subsequent activities, however, still have to be informed about the
modification. In our approach, the necessary information is transmitted upon
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migration of the WF instance to the WF servers in question. Since migrations
are rather frequently performed in distributed WfMS, this communication needs
to be performed efficiently. Therefore, in Section 4.1 we introduce a technique
which fulfills this requirement to a satisfactory degree. Section 4.2 presents an
enhancement of the technique that precludes redundant data transfer.

4.1 Efficient Transmission of Information About Ad-Hoc
Modifications

In the following, we examine how a modified WF execution schema can be com-
municated to the target WF server of a migration. The key objective of this inves-
tigation is the development of an efficient technique that reduces communication-
related costs as far as possible.

Of course, the simplest way to communicate the current execution schema of
the respective WF instance to the migration target server is to transmit this
schema in whole. Yet this technique burdens the communication system unnec-
essarily because related WF graph of this WF schema may comprise a large
number of nodes and edges. This results in an enormous amount of data to be
transferred – an inefficient and cost-intensive approach. Apart from this, the
entire execution schema does not need to be transmitted to the migration target
server as the related WF template has been already located there. (Note that
a WF template is being deployed to all relevant WF servers before any WF in-
stance may be created from it.) In fact, in most cases the current WF schema of
the WF instance is almost identical to the WF schema associated with the WF
template. Thus it is more efficient to transfer solely the relatively small amount
of data which specifies the modification operation(s) applied to the WF instance.
It would therefore seem practical to use the change history for this purpose. In
ADEPT the migration target server needs this history anyway [16], so that its
transmission does not lead to an additional effort. When the base operations
recorded in the change history are applied to the original WF schema of the
WF template, the result is the current WF schema of the given WF instance.
This simple technique dramatically reduces the effort necessary for communica-
tion. In addition, as typically only very few modifications are performed on any
individual WF instance, computation time is kept to a minimum.

4.2 Enhancing the Method Used to Transmit Modification Histories

Generally, one and the same WF server may be involved more than once in
the execution of a WF instance – especially in conjunction with loops. In the
example from Figure 5, for instance, WF server s1 hands over control to WF
server s2 after completion of activity b but will receive control again later in the
flow to execute activity d. Since each WF server stores the change history until
being informed that the given WF instance has been completed, such a WF
server s already knows the history entries for the modifications it has performed
itself. In addition, s knows any modifications that had been effected by other
WF servers before s handed over the control of the WF instance to another WF
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Fig. 5. a-d) WF instance and e) Execution history of WF server s2 after completion of
activity c. – In case of distributed WF control, with each entry the execution history
records the WF server responsible for the control of the corresponding activity.

server for the last time. Hence the data related to this part of the change history
need not be transmitted to the WF server. This further reduces the amount of
data required for the migration of the “current execution schema”.

Transmitting Change History Entries. An obvious solution for avoiding
redundant transfer of change history entries would be as follows: The migra-
tion source server determines from the existing execution history exactly which
modification the target WF server must already know. The related entries are
then simply not transmitted when migrating the WF instance. In the example
given in Figure 5, WF server s2 can determine, upon ending activity c, that the
migration target server s1 must already know the modifications 1 and 2. In the
execution history (cf. Figure 5e), references to these modifications (DynModif(1)
and DynModif(2)) have been recorded before the entry End(b, s1, ...) (which was
logged when completing activity b). As this activity was controlled by WF server
s1, this WF server does already know the modifications 1 and 2. Thus, for the



Supporting Ad-Hoc Changes in Distributed Workflow Management Systems 165

migration Mc,d, only the change history entry corresponding to modification 3
needs to be transmitted. The transmitted part of the change history is concate-
nated with the part already present at the target server before this WF server
generates the new execution schema and proceeds with the flow of control.

In some cases, however, redundant transfer of change history data cannot be
avoided with this approach: As an example take the migrations Md,e and Mh,f

to the WF server s3. For both migrations, with the above approach, all entries
corresponding to modifications 1, 2, and 3 must be transmitted because the WF
server s3 was not involved in executing the WF instance thus far. The problem
is that the migration source servers s1 and s4 are not able, from their locally
available history data, to derive whether the other migration from the parallel
branch has already been effected or not. For this reason, the entire change history
must be transmitted. Yet with the more advanced approach set out in the next
section, we can avoid such redundant data transfer.

Requesting Change History Entries. To avoid redundant data transmis-
sions as described in the previous section, we now sketch a more sophisticated
method. With this method, the necessary change history entries are explicitly
requested by the migration target server. When a migration takes place, the tar-
get WF server informs the source WF server about the history entries it already
knows. The source WF server then only transmits those change history entries
of the respective WF instance which are yet missing on the target server. In
ADEPT, a similar method has been used for transmitting execution histories;
i.e., necessary data is provided on basis of a request from the migration target
server. Here, no additional effort is expended for communication, since both, the
request for and the transmission of change history entries may be carried out
within the same communication cycle.

With the described method, requesting the missing part of a change history
is efficient and easy to implement in our approach. If the migration target server
was previously involved in the control of the WF instance, it already possesses
all entries of the change history up to a certain point (i.e., it knows all ad-hoc
modifications that had been performed before this server handed over control
the last time). But from this point on, it does not know any further entries. It is
thus sufficient to transfer the ID of the last known entry to the migration source
server to specify the required change history entries. The source WF server then
transmits all change history entries made after this point. Due to lack of space
we omit further details.

To sum up, with our approach not only ad-hoc modifications can be performed
efficiently in a distributed WfMS (see Section 3), transmission costs for migration
of modified WF instances may also be kept very low.

5 Related Work

There are only few approaches which address both WF modification issues and
distributed WF control [8,9,13,21,2]. WIDE [9] allows WF schema modifications
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and their propagation to running WF instances (if compliant to the new schema).
In addition, control of WF instances is distributed [9]. Thereby, the set of the
potential actors of an activity determines the WF server which is to control this
activity. In MOKASSIN [13] and WASA [20,21], distributed WF execution is
realized through an underlying CORBA infrastructure. Both approaches do not
discuss the criteria used to determine a concrete distribution of the tasks; i.e.,
the question which WF server has to control a specific activity remains open.
Here, modifications may be made at both, the WF schema and the WF instance
level under consideration of correctness issues. INCAs [2] realizes WF instance
control by means of rules. WF control is distributed, in INCAs, with a given
WF instance controlled by that processing station that belongs to the actor of
the current activity. The mentioned rules are used to calculate the processing
station of the subsequent activity and, thereby, the actor of that activity. With
this approach, it is possible to modify the rules, what results in an ad-hoc change
of the WF instance behavior. As opposed to the approach presented in this
paper, all these approaches do not explicitly address how ad-hoc modifications
and distributed WF execution interact. The approach proposed in [10] enables
some kind of flexibility in distributed WfMS as well, especially in the context
of virtual enterprises. However, it does not allow to modifiy the structure of
in-progress WF instances. Instead, the activities of a WF template represent
placeholders for which the concrete implementations are selected at run-time.

In the WF literature, some approaches for distributed WF management are
cited where a WF instance is controlled by one and the same WF server over
its entire lifetime; e.g., Exotica [1] and MOBILE [12]. (The latter approach was
extended in [18] that way that a sub-process may be controlled by a different WF
server, which is determined at run-time.) Although migrations are not performed,
different WF instances may be controlled by different WF servers. And, since
a central control instance exists for each WF instance in these approaches, ad-
hoc modifications may be performed just as in a central WfMS. Yet there is
a drawback with respect to communication costs: The distribution model does
not allow to select the most favorable WF server for the individual activities.
When developing ADEPT, we therefore did not follow such an approach since the
additional costs incurred in standard WF execution are higher than the savings
generated due to the (relatively seldom performed) ad-hoc modifications.

6 Summary

Both distributed WF execution and ad-hoc modification are essential functions
of any WfMS. Each of these aspects is closely linked with a number of require-
ments and objectives that are, to some extent, opposing. Reason for this is
that the central control instance necessary for ad-hoc modifications typically
impacts the efficiency of distributed WF execution. Therefore, we cannot afford
to consider these two aspects separately. An investigation of exactly how these
functions interact has been presented. And the results show that they are, in
fact, compatible: We have realized ad-hoc modifications in a distributed WfMS.
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Our approach also allows efficient distributed control of previously modified WF
instances since only a part of the relatively small change history needs to be
transmitted when transferring the modified execution schema. This is vital as
migrations are frequent. To conclude, ADEPT succeeds in seamlessly integrat-
ing both distributed WF execution and ad-hoc WF modifications into a single
system. The presented concepts have been implemented in a powerful proof-
of-concept prototype, which constitutes the distributed variant of the ADEPT
system (cf. Fig. 6). It shows that one can really build a WfMS which offers
the described functionality within one system (for details see [7]). It also shows,
however, that such a high-end WfMS is a large software systems, easily reaching
the code complexity of high-end database management systems.

Fig. 6. ADEPT monitoring component showing a distributed workflow controlled by
servers S1 and S2 after its runtime modification
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