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ABSTRACT

In various fields like software development, information systems development, and e-business development, model-based approaches allow specifying different models of which each emphasizes one specific aspect or part of the software system. In this thesis we consider particularly model-based approaches for defining inter-organizational cooperations. These cooperations are usually complex in terms of coordination, agreements, and value creation for involved partners.

At design time one should ensure that the different models are consistent with each other, i.e., that they describe the same system. At runtime we additionally have to deal with the fact that behavior of the software system might be different from that agreed upon. Such deviant behavior can, for example, be caused by partners in the cooperation that do not behave according to the agreement. Therefore, the challenges are to ensure consistency at design time as well as to monitor the system at runtime in order to detect inconsistencies with the models it relies on.

When managing complex cooperations, it is also vital to maintain the models describing them to keep an overview on the successfulness of the cooperation. Changing one model to regain consistency with the running system might result in new inconsistencies between the different models. As a consequence, this maintenance phase of the models is time consuming and grows in complexity with increasing number of models describing the system.

This thesis proposes a method that supports ensuring and maintaining consistency between running system and underlying models for inter-organizational cooperations. We provide a structured and model-independent approach to check and maintain consistency. Thereby, we focus on identifying and maintaining these inter-model relations.

We validate our method by conducting two case studies in two different fields of research. The first scenario deals with business and coordination models, while the second one addresses Web service compositions. Furthermore, we provide a prototypical implementation as proof-of-concept evaluation of both scenarios. We conclude with an empirical validation of the Web service composition scenario by an extensive and interactive survey conducted among 34 participants. This survey confirms the suitability of our proposed management solution provided for real life use.
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Part I

INTRODUCTION & MOTIVATION
CHAPTER 1

INTRODUCTION

1.1 Motivation

Model-based implementation approaches are used in various fields like software development, information systems development, and e-business development [53, 71, 112]. Many of these approaches allow specifying several models, each emphasizing one specific aspect or part of the software system. In this thesis we consider such model-based approaches for modelling inter-organizational cooperations. For example, we consider Web service compositions and e-business cooperations. These cooperations are often complex in terms of coordination, agreements, and value creation for the involved partners.

Due to the complex nature of inter-organizational cooperations, usually, a variety of models is used to specify the information system to be developed. For example, financial benefits are captured in a business model [92], while coordination details are captured in a process model [40]. Using several models to represent one complex information system has many advantages. Especially, understandability of the models is enhanced since each model only represents some of the information about the system to be developed. As a result, complexity is reduced for managers reading the models as well as for engineers developing and maintaining them; especially in cooperations where different partners with different business goals need to come to an agreement, such a multi-model approach is beneficial. As typical example of inter-organizational cooperation, consider product and change management where different partners need to agree on a particular product change. For example, an automotive vendor and its suppliers need to agree on changes in the design of a car [89].

Although using several models to represent one complex system enhances usability when developing a specific model, new challenges arise. Modelling complexity is reduced by developing several models at design time, but these models together do form the basis for the running cooperation and in the end the running information system; i.e., the implementation must represent the combination of these different models. Therefore, it is of importance that the different models describe the same system, i.e., that they are consistent with each other, which constitutes our first major challenge. For example, if a high
level business model states that partner A receives money for delivering several products or services to partner B, the coordination model describing the system should contain this exchange, and the information systems model should enable it. The challenge is to ensure consistency between the different models describing one system before implementation. We refer to this as the problem of ensuring design time consistency.

If the different models describing a particular cooperation are consistent with each other, there is a proper basis for implementing the information system. However, at runtime the behavior of the system might be different from that agreed upon. Such deviant behavior can be caused by implementation errors. Another major cause for these deviations are partners in the cooperation that do not behave according to the agreement. For example, business partners might not do their payments in time, or agreed upon response times are violated. Furthermore, deviant behavior is caused by events that cannot be controlled by the business partners, but this behavior is merely estimated when the models are developed. For example, customer behavior described in models is typically estimated. However, in real life there can be deviations from these expectancies. This may be bad (e.g., business partners not satisfying SLAs) or good (e.g., customers buying more goods) but in any case this is something to be observed. In all these cases the running system behaves differently from the agreed upon models, i.e., the running system and the models describing it are inconsistent. We refer to this as runtime consistency. Runtime inconsistency is not always problematic, but in any case typically some action is taken when inconsistencies occur. The challenge is to monitor the system such that inconsistencies with the models it relies on can be detected. This thesis introduces techniques to make these things observable.

Furthermore, when managing complex cooperations, it is vital to maintain the models describing them in order to keep an overview on the behavior and successfulness of the cooperation. If one model is changed, consistency with other models might be broken. Therefore, it is a big challenge to regain consistency between the running system and its models. Especially this maintenance phase is challenging since the different models are tightly connected and describe different perspectives of the same system. Changing one model to regain consistency with the running system might result in new inconsistencies between the different models. As a consequence, this maintenance phase of the models is time consuming and grows in complexity with increasing number of models describing the system.

1.2 Problem statement

The problem of checking consistency between related models, of checking consistency between a running system and its underlying models, and of managing the running system by maintaining consistency between models and running system is not new. Concerning design time consistency, there exist multi-model approaches, for example, Unified Modelling Language (UML) [79] and Open Distributed Processing (ODP) [29]. Both aim at consistent model development. However, these approaches to consistency are model-
specific and not applicable to other modelling languages. Especially when using different modelling languages that are not directly related, developers do not have such support. Furthermore, there exist some approaches that support multi-model development, but they stay on a very high level explaining rather what should be done than how this should be accomplished [88, 103].

Concerning runtime consistency, there exist monitoring approaches that support consistency checking of the running system and the models describing it [99, 101]. However, these approaches mainly focus on monitoring the running system against one model, neglecting dependencies between this model and others. Furthermore, the most challenging and dynamic part of the problem, i.e., maintaining consistency between models and the running system, is even less supported in such consistency approaches.

The main problem in ensuring and maintaining consistency between a set of models is the following: these models are interrelated and, therefore, changing one model might affect several other models. Therefore, the main challenge is to first identify the exact nature of the relation between the models, and, secondly, to identify the effects changes in one model have on the other models.

In this context, this thesis proposes a method that supports ensuring and maintaining consistency between models and running system for inter-organizational cooperations. Our goal is to provide a structured and model-independent approach on how to check and maintain consistency. Thereby, we focus on identifying and maintaining these inter-model relations.

There are several research questions to be answered in this thesis, and driving the development of our approach. Basically, we consider four main research questions. The first one aims at defining criteria against which we evaluate our solution. These criteria are determined based on a problem analysis through literature research to figure out characteristics of models and running system for inter-organizational cooperations. Furthermore, we keep the intended users of our method (i.e., researchers challenged with checking and ensuring consistency in models for inter-organizational cooperations) in mind when determining the criteria. Based on these characteristics we formulate criteria for our solution method. In addition, we determine whether current research approaches suit our requirements.

**Research Question 1:** What are solution criteria that a method for checking and ensuring consistency in inter-organizational cooperations should satisfy?

**Q1a:** What are characteristics of models and running system in the context of inter-organizational cooperations?

**Q1b:** What are criteria for a method that checks and ensures consistency in such models?

The second research question aims at determining current state of the art on the above sketched topic. In addition, we check whether this research suits the criteria defined by answering Research Question 1.
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**Research Question 2:** What is state of the art on maintaining consistency relations in inter-organizational models?

Q2a: How is consistency checked at design time in existing solutions?

Q2b: How is consistency ensured during runtime in existing solutions?

Q2c: How suitable are current solutions with regard to the criteria defined in question Q1b?

The third research question addresses the design of the method for managing consistency relations. Based on the identified criteria and research gap, we build the method. Firstly, we need to define guidelines on how to ensure inter-model consistency, i.e., we need to define when we consider two models to be consistent with each other. Secondly, we need to define guidelines on how to ensure intra-model consistency, i.e., when do we consider a model to be consistent with regard to the cooperation. Thirdly, we need to define guidelines on how to ensure consistency during runtime and, finally, we need to define guidelines on how to maintain consistency for a running system in an efficient manner.

**Research Question 3:** How can a solution method for checking and ensuring inter-model consistency be built?

Q3a: How can inter-model consistency be ensured?

\[\begin{align*}
&\text{– How can inter-model dependencies be detected?} \\
&\text{– How can consistency constraints be defined using these inter-model dependencies?}
\end{align*}\]

Q3b: How can intra-model consistency be ensured?

\[\begin{align*}
&\text{– What intra-model dependencies exist?} \\
&\text{– How can consistency constraints be defined using these dependencies?}
\end{align*}\]

Q3c: How can consistency between a running system and its underlying models be checked?

Q3d: How can consistency between a running system and its underlying models be efficiently maintained?

Our fourth and last research question addresses the validation of our method. Since this method aims at being suitable for a variety of models, the scenarios should be sufficiently different. We chose as a first scenario *business and coordination models* and as a second one *Service Level Agreements of composite services*. Furthermore, the results of applying the method to both scenarios are evaluated through implementation.
Research Question 4: How can the solution method be validated?

Q4a: How well applicable is the solution method in different scenarios according to the criteria identified by answering Research Question 1?

Q4b: How good are the developed solutions when applying the method?

- Validate the solution of both scenarios with a proof-of-concept implementation.
- Validate the implementation of one of the scenarios through a usability survey.

1.3 Research design

The research design for this thesis is depicted in Figure 1.1. We start with a literature study to facilitate a thorough problem investigation. Based on this literature study, we formulate solution criteria our method should comply with. Furthermore, we evaluate current state of the art to confirm the necessity of our method for checking and ensuring consistency.

Secondly, we design the method based on the problem investigation. It is developed through literature study and design research. The method consists of a stepwise approach assisting the developer in setting up a proper management environment for the different models.

Thirdly, we validate the method by conducting two case studies in two different fields of research. One scenario comprises business and coordination models, while the other one addresses Web service compositions. Applicability to different scenarios in different research fields supports the claim that our method is applicable to a variety of conceptual models.

Fourthly, we provide a prototypical implementation as evaluation of both scenarios. We conclude with an empirical validation of the Web service composition scenario by an interactive survey among 34 participants.

1.4 Contribution

The primary contribution of this thesis is the development of an abstract method for managing model dependencies in inter-organizational cooperations. This method is described in Chapter 4. In addition to this primary contribution, we provide several secondary contributions:

- We provide an extensive categorization of characteristics of different models used for modelling inter-organizational cooperations. This contribution is provided in Chapters 2 and 3, and it answers Research Questions 1 and 2.
• We introduce a comprehensive method that allows ensuring consistency for models at design time, checking consistency between models and running system during runtime, and maintaining consistency between models and running system during runtime of the system. This contribution is provided in Chapter 4 and it answers Research Question 3.

• We present evaluation of our method application to two different scenarios:

  Scenario 1: Business and coordination models:
  
  – We introduce formal inter-model and intra-model dependency relations, and dependency relations between running system and underlying models. This contribution is provided in Chapter 5, and it answers Research Question 4a.
  
  – We provide a proof-of-concept implementation of these dependency relations that allow users to manage their business models. This contribution is provided in Chapter 6, and it answers Research Question 4b.

  Scenario 2: Service compositions:

  – We introduce formal inter-model and intra-model dependency relations, and dependency relations between running system and underlying models. Chapter 7, Research Question 4a.
1.5 Outline

Table 1.1 shows in which chapters which research questions are addressed. Part I shows the motivation for this thesis. More specifically, Chapter 1 gives a motivation and problem statement.

Part II of this thesis introduces our method for managing models of inter-organizational cooperations. Chapter 2 provides the conceptual frame of our research with basic definitions used throughout this thesis. In Chapter 3 we conduct a problem investigation by considering related work. This investigation leads to identification of solution criteria. The state of the art is reviewed in the light of these criteria. Chapter 4 introduces our comprehensive method for managing models of inter-organizational cooperations.

In Part III we show applicability of our method to the first scenario where different models of inter-organizational cooperations (i.e., business and coordination models) need to be managed. Chapter 5 discusses the application of the method, while Chapter 6 provides a proof-of-concept implementation of these results to support application of the method.

Part IV discusses the second scenario, which is inherently different from the first one. Here, we discuss applicability of our method to service compositions. Again, Chapter 7 describes the application of the method. Then, we discuss our proof-of-concept implementation in Chapter 8. In addition to this validation, in Chapter 9 we discuss an extensive interactive survey conducted among experts. This survey supports the suitability of the proposed management solution provided by the method for real-life use.

Part V concludes this thesis with a discussion on the results and some suggestions for future research in Chapter 10.
Part II

SOLUTION
CONCEPTUAL FRAME

In this chapter we discuss the conceptual frame for our research. The goal is to clarify the setting and scope of this thesis. In Section 2.1 we explicate our research scope. Furthermore, we discuss the term ‘consistency’ as used in this thesis in Section 2.2. We conclude with a categorization of types of models and types of consistency in Section 2.3, and an orthogonal categorization in Section 2.4.

2.1 Scope

The aim of this thesis is to provide a method to manage models of inter-organizational cooperations. Our goal is to check consistency relations between different models, and to ensure consistency of models during runtime. Our method is applicable to models describing inter-organizational interactions that are enabled by information technology. It is important to clarify the scope of our method, and to be clear on the terminology used in this thesis.

Inter-organizational relations can be categorized based on the type of relationship partners have. Traditionally, a distinction is made between markets and nonmarkets [60]. Markets are characterized by discrete interactions [73] with limited personal involvement, no future commitments, and noncooperative and self-interested interactions between the partners [97]. Nonmarket interactions are characterized by the existence of some sort of relationship between the partners. Often there exist longer running contracts where the same service or product is repeatedly exchanged [60]. Such nonmarkets are either hierarchically organized with unilateral interactions as, for example, in franchise contracts, or they are collaborations which are based on bilateral interactions [73, 97].

In collaborations, partners tighten their relationships to gain market strength, to achieve higher profits, or to exploit new opportunities [98]. A collaboration is often defined as inter-organizational cooperation which is negotiated in an ongoing communicative process [94]. Typically, it is emphasized that a collaboration does neither rely on market nor on hierarchical mechanisms of control [70].

With the emergence of electronic commerce (e-commerce), the ways of doing business have changed dramatically [35, 116]. Inter-organizational systems that do not fit
classical categorization of either market, hierarchical or collaborative interaction arise. Furthermore, different authors use different definitions, and many authors do not explain which definition they use.

Especially the terms cooperation and collaboration are often used interchangeably in e-commerce research. However, in cognitive psychology a clear difference between these terms is made [75]. In a cooperation the problem is split into several tasks, and each task is executed by one participant. In a collaboration a mutual engagement of participants exists to solve the problem together [39]. Furthermore, in a cooperation the participants work together to achieve a clearly defined goal, while in a collaboration often open-ended tasks without clear goals are present. The main focus is on sharing information in order to evolve ideas and opinions rather than to achieve a certain goal [16]. From this perspective, current e-commerce systems resemble more a cooperative than a collaborative form since there is some mutually compatible interest, each participant has its own contribution to the overall product, and the relations between the participants are often not personal. The main difference between cooperations and collaborations on the one hand and markets on the other hand, is the element of competition [36]. Competitiveness, and as a result opportunistic behavior, make marketplaces a non-cooperative form of inter-organizational interaction. The control factor in markets is price. In collaborations or cooperations the important factor is some relation you have with other parties [97].

In this thesis we refer to inter-organizational cooperations where a cooperation is some voluntary interaction between two or more partners. Such a cooperation can be short term and market based, but also long term and of collaborative nature. Models describing these cooperations are typically conceptual models, but can be described in a variety of languages like UML Activity Diagrams [90], Petri Nets [64], and BPMN [113]. An inter-organizational model is suitable to be assessed by our method when it is a conceptual model that focuses on the exchanges, i.e., interactions, between different partners. We do not support management of any internal behavior of the partners involved. Furthermore, we assume communication and exchange of information between partners is (partly) dependent on information technology. Typically, such information technology enabled business models are referred to as e-commerce business models [108].

## 2.2 Consistency

In this thesis we support consistency checking at design time as well as maintaining consistency during runtime of the system. Consistency is checked and maintained between different models and within models.

Consistency can be defined in many ways, however, in this thesis we use the classical definitions for consistency. Classical Aristotelian logic provides us with a semantic notion of consistency [102]:

Two or more statements are considered to be consistent if they are simultaneously true under some interpretation.

In modern logic the syntactic notion for consistency is defined as follows [68]:
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A set of statements is considered to be consistent to a certain logical calculus if no formula $P \land \neg P$ can be derived from those statements by the rules of the calculus, i.e., the statements are free from contradictions.

Therefore, when we use the term ‘consistency’ we mean the absence of contradictions. At design time of the models, we distinguish between consistency within the models (i.e., intra-model consistency), and consistency between two or more models (i.e., inter-model consistency). Consistency is always determined under some interpretation. A schematic view on the different consistency checks in this thesis is given in Figure 2.1.

For intra-model consistency we assume the interpretation under which consistency is determined is given by the definition of the model-specification language. The produced model needs to be syntactically well-formed and meaningful, i.e., consistent with the specification. Aside from the official specification, additional constraints on the models can be formulated in a specific context. For example, one might want to reduce expressiveness to avoid complex models. Furthermore, one can extend a language for a specific goal if it is not sufficiently rich. In this thesis we assume that the models provided are intra-model consistent (i.e., well-formed) with respect to their specification. Our interest lays in the relations between the different models.

Refinement of problem statement. We refine the problem statement as defined in Section 1.2 for design time and runtime. The challenge in checking inter-model consistency at design time is defining the proper interpretation under which these models are considered being consistent. Especially for models defined on different levels of abstraction, or defined in different modelling languages, this is not a straightforward exercise.

During runtime we first check consistency between the running system and each model against some interpretation. Again, defining this interpretation is a challenge. As a second step, we maintain consistency by adapting models or implementations when contradictions are detected. As a consequence of a change in one model, the relations it has with the other models need to be checked for consistency again.
2.3 Categorization for models and consistency

Both in Software and Systems Engineering, developing several models that describe together one system is a commonly used approach to reduce complexity of the models. To discuss research done in these areas, we define a categorization of the different approaches. We distinguish between the type of models which is considered, the type of consistency which is ensured, and how consistency is checked through the different approaches.

2.3.1 Type of models

We distinguish approaches which handle consistency between different viewpoints on a system and approaches which handle consistency between different partial models of a system. A viewpoint on a system describes the entire system under development and focuses on a specific characteristic (e.g., messages exchanged between partners). Reduction of complexity in modelling the system is accomplished by leaving out those aspects of the system that do not belong to the viewpoint characteristic. For example, one viewpoint might be the cost perspective of the cooperation, while another one describes the order in which messages are exchanged. As opposed to viewpoint models, partial models describe different parts of the system in separate models. To reduce complexity, the system under development is divided in parts that are separately modelled. For example, a company develops separate models for each partner it is interacting with.

The distinction between these two approaches is important since it influences the consistency relation between the models. Different viewpoints have a complete overlap in the modelling domain while their focus is disjoint. The challenge is to find the exact relation between the different foci. Partial models might have an overlap in the domain, but this is never a complete overlap. The focus of the models, however, might be equal. For example, two Entity-Relationship diagrams where each describes part of the system, have the same focus. In this case the challenge is to find the relation between the different partial models, rather than to find the relation between the foci.

Since conceptual models used for modelling inter-organizational cooperations can be both viewpoints and partial models, we look for an approach that checks consistency for both types.

2.3.2 Type of consistency

We distinguish different types of consistency. Intra-model consistency considers the well-formedness of a model. The interpretation used for determining consistency is according to the requirements set for the specification language. Inter-model consistency checks consistency between two or more models. The interpretation used for determining consistency depends on the type of model used and on restrictions set by the engineer. However, in this thesis two models are considered to be consistent with each other if a specification can be found which represents both models. Homogeneous (also referred to as intra-language) approaches consider models of the same type, while heterogeneous (i.e.,
inter-language) approaches are able to handle consistency checks between two models expressed in different languages.

For modelling inter-organizational cooperations typically heterogeneous models are used. Therefore, we look for an approach that handles such heterogeneity.

### 2.3.3 Ensuring consistency

Further, we distinguish between different ways of ensuring consistency. Two main options are to check consistency after models are developed or to ensure consistency by construction during the development process. Checking consistency can be done by testing the models with some model checker, or by finding a translation. Usually models are translated into a semantically well-defined formalism which allows for formal consistency checking. When translating models, either they are completely translated or only the overlapping parts between them are translated. A complete translation is time consuming, while in a partial translation first the overlap between models is determined. Especially when dealing with heterogeneous models this is not straightforward. When consistency is ensured during construction of the model, either additional development requirements for the models are set, or consistency is defined by relating their meta-models.

Aside from consistency checking, we aim at maintaining consistency during runtime of the system through some adaptations. Maintaining consistency cannot be done through construction since consistency through construction is done at design time. Maintaining consistency is done at runtime. Therefore, our approach should allow consistency ensuring through checking rather than through construction.

### 2.4 Orthogonal categorization for models and consistency

An orthogonal distinction between types of consistency is on the type of relation these models have. These relations are depicted in Figure 2.2.

In viewpoint approaches the relation is between foci of the models (cf. Figure 2.2a). For example, how does the order of messages in a coordination model relate to costs of collaborating with a partner. Usually, this is a heterogeneous consistency relation defined on the entire model.

The relation between parts of partial model approaches is different in nature. Here, different types are distinguished. Firstly, there are models that describe a different part of the system, but are on the same level of abstraction. These might be homogenous models, for example two Entity-Relationship diagrams, or heterogeneous models, for example an Entity-Relationship Diagram and an Activity Diagram. This type of consistency relation is often referred to as horizontal consistency [78] (cf. Figure 2.2b).

Another relation is between models on different levels of abstraction covering the same part of the system. One model is a refinement of the other one. These models are said to have a vertical consistency relation [45] (cf. Figure 2.2b). In partial model approaches often high-level models are defined which are iteratively refined until the level of abstraction is such that the model can be translated into executable code. With this type...
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Figure 2.2: Multi-model approaches for maintaining consistency

of development, refinement consistency is constructed rather than checked. It should be noted that during the refinement process often information is added to models that is not present in the higher levels. Therefore, these relations are usually not pure refinements.

A third dimension is evolution consistency [78] which is present in both viewpoint and partial model approaches (cf. Figure 2.2). When a model evolves during development process, the relation between old and new model is referred to as evolution consistency. This relation is always between homogeneous models.

2.5 Summary

In this chapter we discuss techniques for checking and maintaining consistency across models describing a single system. For our purpose, we seek an approach that is language-independent, is able to handle heterogeneous models, is suitable for both viewpoints and partial models, and ensures consistency through checking rather than through construction.
CHAPTER 3

PROBLEM INVESTIGATION & RELATED WORK

Inter-organizational cooperations are getting ever more complex due to the increasing use of IT. In particular, this holds for models describing these systems. To reduce complexity, inter-organizational cooperations are often described by more than one model where each model focuses on a specific aspect of the cooperation. The models together form the basis for implementing the cooperation. As a consequence, consistency between models needs to be ensured when designing the cooperation and be maintained while running it.

In this chapter, we assess the problem of ensuring and maintaining consistency between models and running system by considering difficulties in identifying relations between models and running system. When comparing different models, their heterogeneity gives rise to several challenges that are discussed in Section 3.1 (cf. Figure 3.1). Details on checking alignment of the running system with the models describing it are discussed in Section 3.2 (cf. Figure 3.1). Besides compatibility issues between models and between models and running system, we analyze specific issues that occur when maintaining such systems in Section 3.3. Based on this analysis, we discuss solution requirements for a method designed to ensure and maintain consistency between models and running system at hand in Section 3.4. These requirements solve a subset of the identified problems in this chapter. Finally, we discuss state of the art concerning existing methods for managing consistency between models in Section 3.5. Several methods exist but, as we show, none of them complies with all solution requirements identified in Section 3.4.

3.1 Model heterogeneity

Different conceptual models jointly describe an inter-organizational cooperation. Each model has a different purpose and, therefore, the models are often denoted in different modelling languages. Checking consistency between such heterogeneous models while designing the system is a difficult process. Challenges arise because different models have different focus or view, but often have an overlap in parts of the system they describe. Consistency problems occur at overlapping parts if models contradict in their description. For example, most models describe the actors involved in the cooperation. It is therefore important to ensure that all models describe the different actors in a consistent manner.
Furthermore, models may depend on each other. For example, a business model might describe what information and products are exchanged in a cooperation, while an implementation model describes how these exchanges are realized. Consequently, whether the goals in the business model are achieved depends on a proper implementation of the implementation model. As a result, the challenge at hand is to compare overlapping parts in models possibly described in different modelling languages and with different purposes. Furthermore, dependencies between models should be identified, analyzed, and made explicit. Next, we identify heterogeneity problems that arise when comparing heterogeneous models. These problems are in the way of an easy identification of overlap and dependencies. We distinguish between syntactic, semantic, and pragmatic heterogeneity.

### 3.1.1 Syntactic heterogeneity

When comparing two models described in different languages the first challenge is to compare the relation between constructs in different languages. For example, an arrow in one language might be used to describe data flow, while in another language it denotes event flow. By comparing the syntax (i.e., the structure) of the different languages, relations and dependencies between them can be identified. For example, an activity in one language might be related to data flow in another language. These syntactic characteristics are language dependent and need to be identified by hand.

When dealing with syntactic heterogeneity, the challenge is to identify both matching concepts and non-matching concepts. Typically, conceptual modelling languages use concepts and relations between concepts to structure the world. Often, these concepts and relations appear to match concepts and relations in another language. However, usually there exist subtle differences between them and we need to identify exactly these differences.
3.1.2 Semantic heterogeneity

The second kind of heterogeneity between models concerns semantic heterogeneity. This is a broad research area closely related to ontology matching [55, 87, 93], where the challenge is to find a match between an ontology used in one model and an ontology used in another model. A common problem is to identify differently named concepts in two models referring to the same entity in the cooperation; i.e., to find coreferences in the different models. For example, one model might use the term “seller” where another one uses the term “provider”. Another common problem is to identify homographs where one semantic concept is used in different models to refer to different entities in the cooperation. For example, in one model the term “seller” might refer to a wholesaler in the cooperation, while in another model it refers to the retailer that buys from the wholesaler. When modelling inter-organizational cooperations, semantic heterogeneity is often the result of different model developers, different actors discussing the models, and different purpose of the models. Although ontology matching is a well established research area, automatic ontology matching constitutes a challenge where many matchings are still done by hand which is a tedious process.

3.1.3 Pragmatic heterogeneity

We refer to heterogeneity between two conceptual models describing an inter-organizational cooperation that is not caused by semantical or syntactical differences as pragmatic heterogeneity. Pragmatic heterogeneity is the result of differences in purpose and focus of the models, which leads to a variety of representations [95]. However, both overlap and dependency between models need to be identified so that consistency can be checked. For this, heterogeneity is identified and handled. Here, we summarize common pragmatic heterogeneity in inter-organizational models.

Perspective & focus. As discussed, it is important to provide several models on the inter-organizational cooperation that together capture the full complexity of the cooperation. Every model focuses on a specific aspect of the system ensuring all details of that aspect are captured in the model. As a consequence, other parts of the cooperation that are not part of the focus, are suppressed or filtered out in the model at hand. Secondly, while focusing on a specific aspect, the cooperation is described from different perspectives. Next, we describe both focus and perspective of a model.

First, there is a choice how to focus the model. Typically, either partial models or viewpoints are used, as discussed in Chapter 2.3 (cf. Figure 3.2). In a partial model the focus is on a subset of the cooperation that is described. For example, one model might describe interactions between all suppliers in a cooperation, while another one describes the interactions between one specific supplier and its customers. Here, the distinction is made by splitting the physical world to be described into parts. In a viewpoint, a particular aspect of the cooperation is modelled, ignoring all other aspects. For example, one model might focus on money being exchanged between actors, while another describes network
messages exchanged between the actors. In both cases the complete physical world is modelled, but details about this world are left out.

Second, there is a choice from what perspective to describe the model. Typically, either a single actor perspective or a bird’s eye perspective is chosen (cf. Figure 3.2). On the one hand, a model with single actor perspective ignores any information that is not related to this specific actor concerning the cooperation. For example, a cooperation where a group of wholesalers sells goods to a group of retailers, might be described by a model depicting the relation between one specific retailer with wholesalers, ignoring retailers and wholesalers it has no relation with. On the other hand, a model from a bird’s eye perspective describes the cooperation with all actors involved.

Both foci (i.e., partial models and viewpoints) can be described from both perspectives (i.e., single actor perspective and bird’s eye perspective). For example, a model might describe network connections in a cooperation (i.e., viewpoint) from the perspective of a specific seller (i.e., single actor perspective). Another example is a model describing just the suppliers (i.e., partial model) and all their relations (i.e., bird’s eye view).

Although the models together describe the complete cooperation, typically, several parts of the cooperation are described in more than one model, i.e., typically, there exists an overlap between the different models. The challenge is to check consistency, especially concerning overlapping parts, between models with different focus. For example, comparing a model describing a specific supplier with one describing average behavior of a group of suppliers, raises the challenge to compare one specific supplier with average values of a group. Secondly, there often exist dependencies between the different models where some aspects in one model influence the performance of another model. Consider, for example, one partial model describing a company’s relation with its customers and
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Granularity. Typically, a cooperation is described through models of various granularity. Granularity is the level of detail with which the cooperation is described in a model. More granular models (i.e., more specific models) are referred to as fine-grained models as opposed to coarse-grained ones. Coarsening a model, i.e., making a model less detailed, is another way of filtering out details on the cooperation that are not necessary for the purpose of the model [117]. We distinguish two different types of coarsening: abstraction and generalization [117] (cf. Figure 3.3).

Coarsening through abstraction is the process of leaving out details on the cooperation (cf. Figure 3.3). In conceptual models, when describing inter-organizational cooperation, transitive abstraction is often used to reduce complexity. For example, a company might deliver its products using a transporting company, while a model describing this process might mention the transfer of products from company to customer, leaving out the transporter. A requirement for transitive abstraction is that relationships are of the same type and in the same direction. Another commonly used technique is substitutional abstraction where a set of related concepts is substituted by one concept describing the set. Other than in transitive abstraction, relations might be of different types. Moreover, besides removing concepts and relations, a new concept is added. For example, the description of the internal business processes for handling an incoming order, might be represented as one process named “handle order”.

Figure 3.3: Coarsening models
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Coarsening through generalization is the process where *commonalities* between concepts or their relations are identified and the result is used to describe a *set of concepts* or relations (cf. Figure 3.2). In this case, no information is left out, but rather described on a higher level of detail. Common ways of generalizing in conceptual models for co-operations are (1) to identify *patterns* [80] and (2) to identify *hierarchies* [107]. When generalizing through patterns, several sets of concepts and their relations are described as one general set. For example, a company allows both payment by bank transfer and by credit card, while a model describes the pattern of money payment in general. When generalizing through hierarchies, a set of concepts is described through one general concept. For example, ‘wholesalers’ and ‘retailers’ are grouped into ‘sellers’.

The challenge at hand is to find relations and dependencies between concepts and relations in models with different granularity levels. For example, relating high level concepts on sales targets in one model with low level concepts on network exchanges in another model is not straightforward. Another solution is to bring models to the same granular level by coarsening through abstraction and generalization. An obvious consequence of coarsening models is loss of information.

**Time frames.** A third pragmatic heterogeneity factor is difference in *time frames* of models. Each conceptual model of a cooperation is meant for a specific period of time. The smallest possible time frame is captured in *instance-based* models, while other models describe a *period of time*. We distinguish between models that have different *length* in modelled period of time, and models that describe an equal length, but have a *shifted* time frame. For example, a model describing average costs of a commodity for the coming year and another model describing expected profits for selling the product containing that commodity for the coming month have different time frame length. A model describing the cooperation for the coming week and another one for the following week have a shifted time frame.

The problem at hand is to check models for consistency since their time frames do not match. Consider the example where average commodity costs are determined per year and expected profit per month. It is difficult to state something about their consistency since the current expected profit might not fit average commodity costs, while the remaining eleven months of profit might make up for this. Therefore, a choice in handling these time frame differences needs to be made, and a first step is to recognize these differences.

**Estimation and prescription.** Since models considered in this thesis describe inter-organizational cooperation as it should be, they are referred to as *prescriptive* models. Typically, these models describe *agreements* between different actors in the cooperation. Their implementation *enforces* actors involved to act according to the agreement. For example, a model might describe delivery of goods is done only *after* receiving a payment. This behavior might be enforced in the implementation. However, besides agreements such models might also contain *estimations*. Typically, these estimations are done for this part of the cooperation that cannot be controlled through implementation like customer behavior. Typically, estimations are made on the number of expected customers, expected
3.2. ALIGNMENT WITH THE RUNNING SYSTEM

revenue, payment choices, etc. Implementation of these estimations should allow the estimated behavior as well as deviations from it. For example, when it is estimated that fifty customers will purchase a product this month, the system should allow this as well as deviations from this behavior, i.e., more or less customers.

Often, it is not immediately clear whether certain behavior is an estimated average or an agreed average. For example, a business model might describe an average of fifty customers per month (i.e., an estimated average) that should receive their ordered products on average in three days (i.e., an agreed average with the suppliers). Both averages are depicted as transfers between actors, leaving the difference between estimated and agreed average implicit. However, this difference should be implemented and when comparing high level models (like business models) with more detailed, low level models that are directly implemented (like workflow models) this difference should become apparent.

In this thesis we refer to prescriptions when parts of a model enforce behavior, and we refer to estimations when parts of a model are expected to behave in a certain way.

3.2 Alignment with the running system

Aside from checking consistency between the different models at design time, their consistency with the running system should be checked (cf. Figure 3.1). Checking a model against the running system is usually done based on event logs and is typically referred to as conformance checking [99] or consistency checking [8, 49]. In particular, it is crucial to check whether the models are implemented accurately, whether all actors behave according to the made agreements, and whether estimated behavior is indeed realized. An event log is consistent with a model if the essential parts of the model do not contradict reality, i.e., it does not contradict the content of the event log, or vice versa.

In this thesis, we assume the event log is consistent with the running system (cf. Figure 3.1). Consequently, the event log is used as correct representation of the running system. For consistency checking between a running system and its models, we distinguish two main challenges. The first one is to identify which essential parts in the model actually appear in the event logs. For example, when estimations are done on the number of customers that register the coming month on a Web site, this data is detected as events in event logs. However, estimations on the male-female ratio of these registrations might not be visible in such log. The second challenge is to abstract essential information from event logs, i.e., to abstract information that enables consistency checking between running system and model. Typically, either the system is adapted in such a way that events entering the event log have the proper format or the necessary format is reconstructed from raw event logs after they are created. Although the first option, i.e., adaptation during runtime, is preferred since it is a one time effort, often this is not possible because of used software. As a consequence, event logs are often analyzed after runtime, i.e., necessary information is reconstructed. In this thesis, we explain both techniques in Chapter 4.
3.3 Maintaining models

When checking consistency, contradictions between model and running system or between two models might be detected. Ideally, these inconsistencies are resolved by adapting either model or implementation. Resolving inconsistencies is part of model maintenance. Although we do not propose any maintenance solutions, we do provide sufficient feedback for the developer to make proper maintenance decisions. Furthermore, the method in this thesis should allow for extensions and further development of automatic model adaptation.

Maintaining a set of models describing the same system is particularly challenging since the different models overlap and contain dependencies. As a consequence, changing one model to regain consistency with another one could introduce inconsistencies with other models. Therefore, not only the inconsistency itself should be identified, but also its causes and, if possible, information on the effects of changes in the model to resolve inconsistency. As discussed in Chapter 2, this is typically not provided by multi-model consistency approaches, where inconsistencies are identified, but no solutions for model maintenance are provided.

3.4 Solution requirements

Based on the conceptual frame of our research discussed in Chapter 2 and the problem analysis done in this chapter, we formulate solution requirements for our method. The aim of the method is to provide an approach to check and maintain consistency between models for inter-organizational cooperations.

The scope of our research determines the scope of our method. The first requirements concern this scope. It is important that our method enables handling models specified in different languages since we aim supporting management of conceptual models for inter-organizational cooperations in general. Therefore, the approach should be language-independent (Requirement 1). Furthermore, the approach should support management of heterogeneous models (cf. Section 3.1) since a cooperation is typically described by a set of models using different specification languages (Requirement 2). A third design time requirement is that the method supports checking consistency (cf. Chapter 2.3.3). This is necessary since ensuring consistency through construction does not provide support for checking consistency at runtime where models are already constructed. In summary, we provide the following requirements:
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- **R1** The method should be language-independent.
- **R2** The method should be able to handle heterogeneous models, i.e., models described in different languages.
- **R3** The method should ensure consistency through checking rather than through construction.

After defining the scope of the method, we define guidelines the approach should provide to manage consistency of models at design time. One goal of the method is to define consistency constraints for inter-organizational models (Requirement 7) (cf. Chapter 2.2). These guidelines for defining consistency constraints are only possible after we compare heterogeneous models. Therefore, the method should provide guidelines to overcome heterogeneity problems discussed in Section 3.1 (Requirement 4). To compare models we should provide guidelines to identify overlap (Requirement 5) and to identify dependencies (Requirement 6) between different models. In summary, the following requirements should be fulfilled:

- **R4** The method should provide guidelines for overcoming model heterogeneity.
- **R5** The method should provide guidelines for identifying overlap between models.
- **R6** The method should provide guidelines for identifying dependencies between models.
- **R7** The method should provide guidelines for defining consistency constraints for inter-organizational cooperation models.

In Section 3.2 we discuss alignment of models with the running system. The method should provide guidelines to identify overlap between event logs and models (Requirement 8). If there are inconsistencies between running system and models, these are detectable in overlapping parts. Furthermore, it is important that necessary information to check consistency between running system and models is logged in a usable format (Requirement 9). Aside from gathering necessary information, it is important to provide an approach that allows abstracting this information from event logs (Requirement 10). Using overlap between models and running system, and abstracted information from event logs, it is possible to define consistency constraints. These consistency constraints depict the relation between running system and model (Requirement 11). In summary, we formulate the following requirements to enable consistency checking between event logs and models:
• **R8** The method should provide guidelines to identify the overlap between event logs and model.

• **R9** The method should provide an approach to log information necessary for consistency checking.

• **R10** The method should provide an approach to analyze an event log to abstract necessary information for consistency checking.

• **R11** The method should provide guidelines for defining consistency constraints between running system and its underlying models.

To complete lifecycle management of our models, we discuss model maintenance in Section 3.3. We identify the necessity to show consequences of model adaptations to regain consistency (Requirement 12). Furthermore, it is important to provide feedback to users of our management approach. These users can be, for example, managers that maintain models. Such feedback should contain information on constraint violations, and on consequences of solving such violations (Requirement 13). We formulate the following method requirements for maintaining consistency at runtime:

• **R12** The method should provide an approach to show consequences of model adaptations on consistency relations.

• **R13** The method should provide an approach to provide monitoring results as feedback.

### 3.5 State-of-the-art research

Terminology differs greatly among researchers. However, related work described in this section is done in terminology used in this thesis. Table 3.1 provides an overview of the different approaches discussed in this section. The table arranges approaches according to the categorization discussed in Chapter 2.3. The type of models that are handled by the approaches is specified in the first part of the table. Secondly, we depict whether approaches provide mechanisms to cope with inter-model and intra-model consistency constraints. Furthermore, some approaches are limited to homogeneous models, i.e., different models described in one language, while others are able to handle heterogeneous models. The last part of the table specifies how consistency is ensured. Some approaches provide mechanisms to check consistency through testing, translation of overlapping parts, or complete translation of models. Three approaches ensure consistency through construction. At the end of this section, we discuss whether or not any approach fits the solution requirements for the method (cf. Section 3.4).
<table>
<thead>
<tr>
<th>Type of Models</th>
<th>Type of Consistency</th>
<th>Ensuring Consistency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viewpoints</td>
<td>Partial Models</td>
<td>Inter-model Consistency</td>
</tr>
<tr>
<td></td>
<td>Homogeneous</td>
<td>Heterogeneous</td>
</tr>
</tbody>
</table>

Mens et al. [79]  | x | x | x | x | x
Astesiano et al. [10]  | x | x | x | x | x
Engels et al. [47]  | x | x | x | x | x
xlinkit [85]       | x | x | x | x | x
Egyed et al. [44]  | x | x | x | x | x
Varró et al. [111] | x | x | x | x | x
\chi bel [41]      | x | x | x | merge | |
Uchitel et al. [110] | x | x | x | merge | |
Fradet et al. [52] | x | x | x | x | x
Bowman et al. [30, 29, 37] | x | x | x | x | x
Hunter et al. [61] | x | x | x | x | x
Viewpoints [51]    | x | x | x | x | x

Table 3.1: Approaches for checking consistency
Partial models. Mens et al. [79] target at supporting consistent evolution of UML models. However, their approach also allows checking intra-model consistency. Their model checker is description logic based and implements the different UML metamodels. The metamodels ensure intra-model consistency, and relations between metamodels as defined by UML ensure inter-model consistency. Since their approach relies on implementing existing metamodels (that specify consistency constraints) of UML, this approach is not usable in a non-UML context.

Astesiano et al. [10] investigate existence of ambiguities and inconsistencies in the language definition of UML. The authors do not aim at solving inconsistencies between UML diagrams for a particular specification, but aim at finding these ambiguities and inconsistencies in the language itself. Their aim is to develop a consistent UML language using a logic-algebraic method. This approach focuses on reducing inconsistencies in UML by improving the metamodels. Therefore, they are classified as achieving consistency through construction by improving the metamodel (cf. Table 3.1). However, this approach relies on translating models.

Engels et al. [47] develop a method to check consistency of UML models to decide at which point in time of the development process, UML partial models should be consistent with each other. They distinguish between consistency of dynamic and of static models where dynamic models specify behavior as opposed to static models. In UML consistency requirements exist that specify consistency relations between different model types. An example of such a consistency rule is that a statechart has to accept each stimulus a sequence diagram specifies. Their implementation (the Consistency Workbench) tests whether two models are consistent against these consistency rules. They partially formalize the models (i.e., only overlapping parts) into a common semantic domain. For each consistency rule the suitable semantic domain for consistency checking is determined. A discovered inconsistency is either tolerated or resolved. Their approach is originally developed for horizontal consistency, but is later extended to evolution consistency [46]. With evolution consistency the emphasis lies in preserving certain aspects of the model while it is evolving, e.g., preserving the absence of deadlocks. This is achieved by adding rules to the implementation. A drawback of this approach is the use of several semantic domains for one set of models. Relations between constraints across domains are then not expressed. A specific problem is the question what the effect of solving an inconsistency between two models is in respect to other constraints these models might have to satisfy. In our work we avoid the use of different semantic domains to avoid losing these relations.

Xlinkit [85] is a method for expressing constraints between heterogeneous models. It offers a semantics that shows links between two mutually inconsistent elements of different models. Their focus is on identifying inconsistencies rather than solving them although their diagnostic method has later been extended with a repair actions method [86]. Although xlinkit is mainly used for UML models the authors argue their method is language-independent. The consistency rules are expressed in the tool using a restricted form of first order logic, which restricts expressiveness of the rules. Furthermore, the models to be checked for consistency have to be transformed completely into XML format. Both restriction on the rule definition and constraint that models must be expressed
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in XML makes this approach unsuitable for our problem definition.

Egyed and Medvidovic [44] provide an approach for heterogeneous software development. It enables mapping of an architectural design model into UML models. This is a heterogeneous refinement approach since the architecture is refined into UML models. It ensures initial consistency only since it is a unidirectional approach. This means that consistency is ensured between architectural model and UML model, but any updates to UML models, or refinement of UML models into other UML models might interfere with the original architectural model. To overcome the problem of further refinement of UML models and their possible inconsistency with the overall architectural model, abstractions from concrete models to abstract ones (vertical) and from specific ones to generic ones (e.g., instance to class) are supported. Finally rules for transforming one language into the other in a consistent manner are defined. Although the authors state their approach is language-independent, it has only been illustrated by transforming C2 models [44] into UML models.

Many approaches rely on model transformations. The goal is to transform models from one tool to another by using an intermediate universal language (e.g. XML). However, a correctly defined metamodel is crucial to handle these transformations. Varró and Pataricza [111] tackle several of the metamodelling problems (causing inconsistencies) by defining different rules in their construction. They offer a metamodelling method which is applicable to UML as well. Their method proposes a multilevel metamodelling approach to overcome the well-known problem of replication of concepts. Heterogeneous refinement is supported in a consistent way. Although focus is on metamodelling and not on consistency checking, it does facilitate the development of consistent models. However, their approach does not extend beyond the redefinition of metamodels.

Viewpoints. Easterbrook and Chechik [41] develop the $\chi$bel framework for merging inconsistent state machine models, i.e., state machine models that describe different behavior. $\chi$check is a model checker which checks properties of merged models. Multi-valued logics are used which allow statements like “the majority says” instead of only “true” and “false” (i.e., “everyone says” and “no one says”). This enables reasoning over inconsistent models. The merging and reasoning process over different models depends on the relation models have with each other. Different models can be (partially) overlapping, can be different versions, or can be just interacting. The goal is to reason with stakeholders about different options they have to merge models. The models can be analyzed in different merge scenarios as well as before the merge. Since there is inter-model inconsistency, several ways of regaining consistency through merging techniques are possible. However, some stakeholders have to give up certain requirements and make concessions. The approach is only suitable for homogeneous models and is, therefore, not suitable for our problem.

Uchitel and Chechik [110] develop an approach to merge partial behavioral models in the same language. Here, partial refers to partial behavior where models provide concepts for not yet known behavior. Their approach is suitable for viewpoint models. It assumes models being intra-model consistent and argues that the result of the merger should be the
minimal common refinement of considered models. The result is said to be consistent if it is a common refinement of both models. This approach is suitable for any state-based behavioral system with formal semantics. It focuses on observable behavior of models rather than on structural aspects. The restriction made in respect to homogeneous state-based models is not sufficient in the context of our problem statement.

Fradet et al. [52] develop a method for defining multiple view architectures. Their approach is formal, suitable for heterogeneous models, and not language-specific. The structural part of each view is represented as uninterpreted graph. Consistency between different views is checked on graphs by means of an algorithm. The interpretation of graphs is done through formulating a set of constraints that specifies both intra-model and inter-model requirements. Checking consistency of diagrams with respect to requirements is done through some decision procedure. Although it is recognized that formalizing all constraints in graphs might be cumbersome for large models, the authors state that this is not a problem since their graphs can be expressed in constraints. Their approach is specifically designed for software architectures where the focus is on different components and their connections. More specifically, they focus on the structural part of the architecture, while our method aims at a more complete approach where also communication between different actors is modelled.

Consistency checking is a big concern in Open Distributed Processing (ODP). ODP provides a method for distributed development where five viewpoints are proposed for the modelling phase: enterprise, information, computational, engineering, and technology. Several viewpoints on the same system are developed, each having its own focus. The requirements modelled in each of these viewpoints should be reflected in the overall description of the system. Each viewpoint is described in a separate specification. All specifications together should be reflected in the overall description of the system. An approach to ensure or check the existence of such a description in ODP is proposed by Bowman et al. [30, 29, 37]. They aim at checking and ensuring existence of an overall system description capturing each viewpoint. Consistency between specifications is defined as the existence of an internally valid description which represents all requirements of the specifications. Consistency is checked between a viewpoint specification and the overall description, but not between two viewpoints. As a result, consistency requirements between one viewpoint and the overall description, might differ from requirements between another viewpoint and the overall description. This difference occurs when viewpoints are described in different languages and have different levels of abstractions. The authors refer to this as unbalanced consistency. By doing bilateral consistency checks (i.e., between each viewpoint and the descriptions separately) it is difficult to create global consistency. Each viewpoint might be consistent with one or more descriptions, but finding a description which is consistent with all viewpoints is hard to find. Therefore, they propose to ensure global consistency by unification of viewpoints. Two viewpoints are unified after one of them is translated into the other, or after both of them are represented in a common semantic domain. By showing intra-model consistency of the unified model, two viewpoints are proven to be consistent with each other. Now, a third viewpoint can be unified in the same manner with the result of the previous unification. For our purpose this ap-
proach is less suitable since it relies on one universal language in which all viewpoints are translated. This approach might work for ODP, but not for our purposes.

Hunter and Nuseibeh [61] propose a logic-based approach for reasoning in the presence of inconsistencies. They propose quasi-classical logic, which is a weakened version of classical logic. It allows reasoning with inconsistencies by deriving all resolvants of assumptions without allowing trivial derivations. This approach first labels information and then these labels are propagated through the reasoning process. This allows tracking inconsistent information and provides a better problem analysis. Furthermore, this approach computes maximally consistent subsets of the inconsistent information. Obviously, this means that viewpoints are translated into logic.

The Viewpoints framework [51] and extensions to it [42, 50] allow inconsistencies when developing the different viewpoints in order not to kill creativity. Their method is logic-based and allows checking well-formedness (i.e., intra-model consistency) as well as inter-viewpoint consistency (i.e., inter-model consistency). The viewpoints are translated into logic and tested against predefined consistency and well-formedness rules. Consistency rules are created per viewpoint and are locally stored. So, there is no overall consistency checking mechanism. The authors assume that each developer is concerned with consistency of the viewpoint he is working on. For a relation between two models the Viewpoints framework defines two rules: one belonging to the first model and one to the other model. As a result, engineers of the models both have one consistency rule to manage. If a rule is violated, its “owner” determines whether or not it should be resolved. For each kind of rule violation there exists a solution approach. Since the goal is not to maintain global consistency, this approach is not suitable for our problem. The focus is rather on bilateral consistency, resulting in a local view. As a result, it is not calculated what the effects are on relations other than the bilateral relation that is dealt with.

**Overview approaches.** Spanoudakis and Zisman [103] introduce a method with a six step approach to maintain consistency in model development. Their approach is the unification of several other approaches and tries to cover all concerns. The six steps are as follows: detecting overlap, detecting inconsistencies, diagnosis of inconsistencies, handling inconsistencies, tracking, and specification and application of an inconsistency management policy. An interesting detail in this method is the distinction between different overlap types. Many approaches assume that there either exists a complete overlap or no overlap at all, which is not realistic. For example, small differences in arity are often not allowed in such approaches when comparing two Entity Relationship Diagrams, while this approach does. As solution most approaches use a shared ontology, or require some human inspection, or there is some automated similarity analysis in which syntax and semantics are checked between models. Detection of inconsistencies is done with logic-based approaches, model checking approaches, specialized model analysis, or with human centered exploration. The authors state that the main challenges in inconsistency detection are efficiency and scalability, especially when dealing with evolving models. Although this approach does not provide a tool or specific approach for maintaining consistency, the identification of concerns in maintaining consistency relations is impressive.
Nuseibeh et al. [88] describe a high-level method for managing consistency in software development. In their method consistency rules are applied to detect inconsistencies during the monitoring process. Then inconsistency is analyzed and it is determined how to deal with the inconsistency. Consequences of handling the inconsistency are, in turn, monitored. Conclusions of some practical experience are observations on how difficult it is to decide when to do a consistency check. Especially since partial models are developed in parallel and updates might look incomparable to the original model checked for consistency. It might be too costly to do the check. As a last point they state that during model development, inconsistencies might be tolerated. Many of these inconsistencies sort out themselves. Obviously, hoping that an inconsistency resolves itself or that the inconsistency does not cause any problems, causes significant risks in information systems engineering.

Although these overview approaches provide some starting points for maintaining consistency of inter-organizational models, they do not provide sufficient detail to overcome model heterogeneity and to define consistency constraints. Therefore, they provide a good starting point, but are not sufficient for our purpose.

### 3.5.1 Discussion on related work and solution requirements

<table>
<thead>
<tr>
<th></th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>R4</th>
<th>R5</th>
<th>R6</th>
<th>R7</th>
<th>R8</th>
<th>R9</th>
<th>R10</th>
<th>R11</th>
<th>R12</th>
<th>R13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mens et al. [79]</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Astesiano et al. [10]</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Engels et al. [47]</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>xlinkit [85]</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Egyed et al. [44]</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Varró et al. [111]</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>χbel [41]</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uchitel et al. [110]</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fradet et al. [52]</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bowman et al. [30, 29, 37]</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
</tr>
<tr>
<td>Hunter et al. [61]</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
</tr>
<tr>
<td>Viewpoints [51]</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
<td>v</td>
</tr>
</tbody>
</table>

Table 3.2: Solution requirement compatibility of related work

Table 3.2 depicts how well discussed related work fits solution requirements for the method defined in Section 3.4, where a “v” indicates the approach satisfies the requirement. None of the discussed approaches satisfies all requirements. However, many of them could be extended so that they satisfy most. Requirements R1 - R3 should be satisfied from the start: R1 states the approach should be language-independent. Approaches that are language-dependent are too specific in their solution to be applicable in general. R2 states the approach should be able to handle heterogeneous models. Approaches that
focus on homogeneous models cannot be extended so that they are suitable for heterogeneous models since their solution is too specific. R3 states that ensuring consistency should be done through construction. The reason is that our aim is to maintain the models during runtime. Therefore, it should be possible to check and adapt models after finishing the development phase. Consistency ensuring through construction makes it impossible to check consistency afterwards.

Requirements R4 - R7 concern the definition of guidelines. If approaches do not provide guidelines, it is possible to extend it. Requirements R8 - R13 concern runtime requirements. None of the discussed approaches is developed for runtime use, but most of them could be extended for this purpose.

Considering the necessity for satisfying R1 - R3, we conclude that xlinkit [85], Fradet et al. [52], Bowman et al. [30], Hunter et al. [61], and Viewpoints [51] provide an approach that might be extendible for our purposes (shaded grey in Table 3.2). However, each of these approaches lacks some functionality as we will show in the following discussion.

Xlinkit [85] has several restrictions which makes its use in an inter-organizational cooperation setting less suitable. Particularly, xlinkit requires a complete translation of the considered models into XML format. Especially since we aspire a language-independent approach, it is not feasible to provide a general approach for this translation. Furthermore, their method requires specification of consistency rules in a restricted form of first order logic. This limits the expressibility of consistency rules too much for our purpose.

Fradet et al. [52] rely on a complete translation of each viewpoint model into an uninterpreted graph. Also consistency constraints are represented as graphs. Consistency checking is done on graphs. As the authors recognize themselves, such an approach is too cumbersome when considering large, complex, and semantically rich models. Therefore, this approach is not suitable for our needs.

Bowman et al. [30] develop and approach for ODP consistency checking, which is - strictly speaking - not language-independent. However, this approach appears to be applicable to other languages as well. Consistency requirements are modelled for each relation between viewpoints separately, which is, in our opinion, a smart approach. However, it relies on a universal language into which all viewpoints are completely translated. This translation is done through unification of viewpoints: one viewpoint is unified with another one, then a third one is added to this unification, etc. The authors provide a universal language for all ODP specifications. However, for our language-independent approach, it is not possible to provide one language that allows complete translation of every possible inter-organizational model. Therefore, this approach is not suitable for our purpose.

Hunter et al. [61] provide an approach that is suitable for multi-model development where not all inconsistencies need to be resolved immediately. This approach relies on a full translation of each viewpoint in quasi-logic which is not possible for inter-organizational cooperations where we aim to preserve necessary details. A quasi-logic translation does not allow for these details.

The Viewpoints [51] approach supports multi-model development from the developers perspective where each developer is responsible for his own model. As a result this approach provides techniques to preserve local consistency. However, we aim at global
consistency through a consistency management approach rather than leaving consistency checks at the developers table. Especially since it is difficult for a single developer to oversee the results of his local choices on the overall system.

In conclusion, there exist many approaches for checking and/or maintaining consistency over many different disciplines. However, none of these approaches is suitable for our problem. Many solutions have a high level description of the problem and lack suggestions how to solve it. Other solutions are often language specific and are not usable in other domains. The few approaches which are on the right level of abstraction, lack either the option to apply them in a heterogeneous context or rely on a common semantic domain (i.e., an universal language is assumed).

3.6 Summary

In this chapter we discuss specific complexities that arise when ensuring and maintaining consistency for conceptual models on inter-organizational cooperations. We discuss design time issues (Section 3.1), runtime issues (Section 3.2), and maintenance issues (Section 3.3). Together with results from Chapter 2 we formulate requirements for our method (Section 3.4). We conclude our chapter with a review of related work against solution requirements (Section 3.5). We conclude that there is currently no method available that satisfies our complete set of requirements, or one that can be extended for this purpose. Therefore, we define our method in the next chapter.
MADE4IC: AN ABSTRACT METHOD FOR MANAGING MODEL DEPENDENCIES IN INTER-ORGANIZATIONAL COOPERATIONS

In this chapter we describe our MaDe4IC method (MAnaging DEpendencies for Inter-organizational Cooperations) for managing models of inter-organizational cooperations. When companies cooperate, different conceptual models need to be related to each other. In this thesis we describe a stepwise method for relating such models. Our goal is to provide a method that can be used to manage rather than solely monitor models. We develop our method using results from our problem investigation (cf. Chapter 3). Typically, monitoring and managing models is done by gathering information about behavior of different entities in the cooperation. Conclusions on why deviant behavior appears are drawn by trying to reconstruct relations between the different entities. In this method, we treat dependencies and relations between entities as the most important part for monitoring and managing such models. We use dependencies between and within models to analyze causes for deviant behavior. By considering these dependencies from the beginning, as opposed to reconstructing them in retrospect, we enable a detailed analysis of problems and provide useful information on consequences of model changes when trying to regain consistency. In Section 4.1 we sketch specific characteristics of such models and discuss what our MaDe4IC method entails. We introduce a running example in Section 4.2. In the remainder of the chapter we describe each step of the method in detail.

4.1 General approach

4.1.1 Model characteristics

We consider conceptual models that depict cooperation between different companies or systems. A typical conceptual model consists of concepts representing entities from the real world. These entities are characterized by some properties which are also represented by the concepts. Furthermore, relations are used to depict interrelated concepts. Typically, models of cooperative systems that abstract from any internal behavior contain
the following types of concepts and relations:

1. Actors in the cooperation, i.e., parties cooperating together,

2. Exchanged objects (such as information or money) that are used to establish the relation between actors,

3. Relations between concepts, i.e., between actors, and between exchanged objects in different models.

We characterize these concepts by properties. For example, a concept representing a bike might have the property “price”, indicating the specified bike has a certain price. Furthermore, the nature of the relation might differ. For example, there are causal and temporal relations indicating some concepts have a causal relationship, while others have a temporal one.

Which real-life entities and relations in the cooperation are captured by a specific model depends on the type of model used. Our MaDe4IC method is applicable to cooperative systems showing these characteristics. It focuses on identifying dependencies between concepts within and between models. Furthermore, at runtime we construct an event log model that depicts relations between the different entities. These event logs register events occurring between the different actors. Our event log model is related to and compared with models developed at design time. These dependencies within and between models form the basis for managing the models by analyzing causes for inconsistencies.

4.1.2 The method

Figure 4.1 gives an overview of our approach. It is divided in five phases. Input is provided by different conceptual models developed for the inter-organizational cooperation. As example consider two models with one model describing how each actor benefits from the cooperation, and another model describing details which messages are exchanged between the actors to accomplish this.

In the first phase, model analysis, preparations are done for identifying dependencies within and between models. This phase comprises two steps. In Step 1, each model is analyzed resulting in model characteristics. The latter are used to homogenize the models in Step 2 in order to make these (potentially heterogeneous) models comparable. Although this constitutes an important step for enabling model comparison [15, 105], this part does not constitute the focus of this thesis. We give some guidelines to tackle heterogeneity problems in a structured way, but without giving a detailed description on how to do this.

In the second phase, inter-model analysis, we identify different model relations and use them to define consistency constraints. This second phase also comprises two steps. In Step 3 we compare each pair of models, using knowledge about their characteristics (cf. Step 2) to identify inter-model relations. For example, the existence of a concept in one model might depend on the existence of a concept in another model. Based on these relations, for each model pair we define a set of consistency constraints in Step 4. These
Figure 4.1: MaDe4IC: Method for managing dependency relations in inter-organizational models
constraints explicate when we consider two models to be consistent with each other. For example, if the existence of a concept from one model depends on the existence of a concept from another model, the constraint explicates this dependency relation. Now, the models are considered inconsistent if the concept exists in one model, but not in the other.

In the third phase, intra-model analysis, we identify in Step 5 for each model the type of relations used to connect the different concepts. This analysis helps us to explicate intra-model consistency constraints in Step 6. These constraints describe when a model is considered to be consistent with the running system.

In the fourth phase, combined analysis, the identified dependency relations and the consistency constraints are used to perform a combined dependency analysis in Step 7 that creates the combined dependency models. Together, these models describe the different dependencies and consistency constraints in a structured way so that they form a proper base for managing the models. These dependency models are formal models for easy implementation. Furthermore, they only depict those parts of the original models that influence the consistency constraints.

The fifth phase, management phase, occurs at runtime of the system and comprises two steps. Step 8 checks consistency constraints in the log analysis against the event logs where the dependency models are used to construct feedback for managing the models. This feedback enables causal analysis for constraint violation as well as prediction of consequences for solving inconsistencies in Step 9.

The first seven steps are done manually and (possibly) before the system is running. Steps 8 and 9, the actual management steps, can be automated through implementation, using the formalization created in Step 7. In the following sections we describe each phase in detail.

4.2 Running example

We introduce a running example to illustrate the different steps of our MaDe4IC method (cf. Figure 4.2). In this example, we are interested in the cooperation between a company selling bikes online, and its customers and providers. The company offers both mountain bikes and city bikes for online purchase. The company buys the bikes in parts from a provider, then assembles them and finally resells them. Each product is sent to the customer for a fixed delivery price. In addition, a customer can choose fast delivery, or delivery on a specific moment like evenings or weekends. For such service an additional fee is calculated.

We use an easy modelling notation to model our running example in different ways. For example, we show how to model viewpoints (cf. left part of Figure 4.3) and partial models (cf. right part of Figure 4.3). With this modelling notation, concepts that contain one or more properties can be modelled. These concepts and properties can have symmetric or asymmetric relations.
4.3 Phase I: Model analysis

In the model analysis part of our MaDe4IC method, first of all, each model is analyzed to identify its specific characteristics (Step 1). Following this, related model pairs are homogenized (Step 2). As discussed, homogenization is not the core part of this thesis. However, in consistency checking between different models of one system, it is inevitable to address this problem. Therefore, we provide a set of guidelines in Step 2 to stepwise tackle the problem without discussing solutions in detail. In the remainder of this thesis we assume heterogeneity problems are overcome.

4.3.1 Step 1: Model analysis

Goal: Identify model characteristics of each conceptual model of the cooperation to enable inter-model and intra-model analysis.

Our method starts with a model analysis phase in which each model is analyzed for its characteristics (cf. Step 1 in Figure 4.1). This analysis aims at identifying different conceptual characteristics as discussed in Section 3.1.3. These characteristics are later on used to enable inter-model as well as intra-model analysis. We analyze each model for the following characteristics:

(i) Focus: Viewpoint ↔ Partial model
(ii) Perspective: Single actor ↔ Bird’s eye view
(iii) Property type: Estimation ↔ Prescription
(iv) Time frame: Instance-based ↔ Period of time

To illustrate Step 1, we consider two examples:

Example 1. When considering the example described in Section 4.2 a possible choice for modelling this scenario is to develop two viewpoint models. Assume model A describes exchanges that have some value between customer and company, while model B describes messages exchanged between actors. The left part of Figure 4.3 depicts these two models.
Example 2. Another possible choice for modelling the scenario from Section 4.2 is to develop two partial models. The right side of Figure 4.3 depicts two such models where each one describes one entity with different properties. The mountain bike is the product purchased by the customer, while the bike parts are represented by the box containing the unassembled mountain bike as purchased by the company.

(i) Focus: A model focusses on a subset of entities as well as relations of the system (i.e., a partial model), or on the complete system with focus on a specific characteristic (i.e., a viewpoint model). Typically, models related to the same system have the same focus type, i.e., all of them either constitute partial models or viewpoints. Example 1 in the left part of Figure 4.3 depicts our scenario with two viewpoint models, while Example 2 in the right part of the figure depicts two partial models. Identifying the focus type is an important prerequisite for both intra-model and inter-model analysis (cf. Figure 4.1).

(ii) Perspective: A model can be described from a local perspective of a specific actor in the cooperation (i.e., single actor perspective) or from a global perspective where the system is considered as a whole (i.e., a bird’s eye perspective). The models in Figure 4.3 all reflect a single actor perspective, i.e., they are described from the perspective of the company. Other than with focus, perspectives often differ between models describing one system. This heterogeneity difference is dealt with rather than homogenized since the choice in perspective is model-specific and should not be changed. A difference in perspective might lead to a difference in granularity where a single actor perspective might describe the situation for one specific actor, while a bird’s eye perspective describes the situation for a set of actors. In such situation it is important to identify how the part description from the single actor perspective is related to the whole description of the bird’s eye perspective. Identifying perspective type is necessary for both inter-model and intra-model analysis.

(iii) Property type: The type of a property describes whether a property value is an estimation or prescription. This type can differ within a model where some properties are
estimations, while others are prescriptions. Consider, for example, the left part of Figure 4.3 where the company models with the value viewpoint the value of a bike, and what a customer pays for the bike. These are prescribed values of the properties which prescribe behavior. The message viewpoint, however, describes an expected time frame in which messages are exchanged. There are estimations on exchange times described with the property ‘time’. The estimations are predictions of reality, rather than prescriptions. It is important to distinguish the two types for both intra-model and inter-model analysis where properties of different types are related.

(iv) **Time frame**: The time frame used in the model should be identified. Especially whether a model is valid for a specific period of time or whether it is an instance-based model. For example, a model might describe behavior for the coming half year (period of time) or describe behavior for each invocation separately (instance-based). This information is needed to homogenize the models for the inter-model analysis (cf. Figure 4.1).

The result of Step 1 is the following:

- Each model is characterized by its focus, perspective, and time frame.
- Each property in the model is characterized by its property type.

### 4.3.2 Step 2: Homogenization

**Goal**: Identify heterogeneity between model pairs using model characteristics identified in Step 1. Homogenize differences between model pairs if possible.

We homogenize the different models to enable their comparison (cf. Step 2 in Figure 4.1). For homogenization we need to overcome differences between the models. For this, we address **syntactic**, **semantic** and **pragmatic** heterogeneity (cf. Chapter 3.1) where certain heterogeneity problems are dealt with in later step, while others are homogenized in Step 2:

- **syntactic**: deal with in later steps
- **semantic**
  - coreferences: homogenize in the current step
  - homographs: homogenize in the current step
- **pragmatic**
  - perspective: deal with in later steps
  - focus: deal with in later steps
  - granularity: homogenize in current step
  - time frame: homogenize in current step
It is not necessary to solve all heterogeneity problems through homogenization since this might cause loss of information. For example, syntactic heterogeneity is inherently present since models are simply described using different languages. The key here is to identify syntactic commonalities and differences between the modelling languages. Explicating the differences and commonalities between concepts, relations, and properties of two models suffices.

**Example.** The models from Figure 4.3 are described in the same language, i.e., they use the same constructs for concepts, relations, and properties. There are no syntactic differences.

Furthermore, semantic heterogeneity must be addressed, especially through identifying and solving coreferences and homographs. Recall that coreferences are semantically different concepts in two models referring to the same entity in the system, and homographs are semantically equal concepts in two models referring to different entities in the system.

**Example.** The value viewpoint model A in Figure 4.3 describes a concept bike, while the partial model in the same figure models a concept mountain bike. Although the concepts differ semantically, they refer to the same real-life entity, i.e., they are coreferences.

This needs to be identified and resolved by choosing one semantics to describe the entity. Also when two semantically equal concepts in different models refer to different entities (i.e., homographs) one concept should be renamed. As discussed in Section 3.1.2, this is a broad research area and a detailed description on how to handle semantic heterogeneity is out of scope for this thesis.

In addition, some pragmatic heterogeneities can be homogenized in the current step, while others are simply recognized here and dealt with when comparing the models in later steps. Dealing with heterogeneity between models later means it becomes then more difficult to find overlap or relations between them since the models are still heterogeneous. However, by identifying where the models are different in the current step, rather than homogenizing them, relating the models in later steps becomes easier. As discussed before, foci, perspectives, and property type differences are used to ease identifying relations in later steps, rather than being homogenized in Step 2. Concerning pragmatic homogenization, only time frame differences and granularity differences are homogenized.

A time frame difference between two models needs to be resolved before the models can be compared in the following steps. Changing the time frame of a model such that it fits the time frame of another model is not a straightforward process. It involves discussions with all involved actors to come to an agreement on how to handle the changes. Generally speaking, there are two approaches that can be followed to homogenize time frames: either a time frame is shortened or it is lengthened. Both approaches have their own hurdles that need to be overcome.
Example. The Value viewpoint model A from Figure 4.3 describes the monetary relation between bikes the company sells and money the company receives for this. The model might be valid for a period of one year, i.e., there is a time frame of one year. The related Message viewpoint model B, however, describes necessary message exchanges between partners per bike sale, i.e., the time frame is instance-based. This time frame difference is resolved by shortening the time frame of the Value viewpoint model A from a period of one year to an instance-based model.

When shortening the time frame, challenges arise with agreed upon average values and with indivisible exchanges. For example, if a contract specifies an average value to accomplish over twelve months, this average value cannot be assumed to hold in the first six months only. This especially cannot be assumed if values differ, for example, due to seasonal behavior. Furthermore, if there are exchanges between actors that only occur once during a period, shortening this period implies dividing a single exchange which is not always possible. For example, if the company expects to sell one bike per year, shortening a model describing this year to a model with a time frame of half a year will not be possible since splitting the sale of one bike into two parts is not possible.

When extending a time frame, in turn, the biggest challenge is to estimate content of future contracts and models. For example, if a contract is specified for the coming year and we need to extend the model for the coming two years, either all contracts need to be extended, or estimations on future contracts become necessary. Changing a time frame is done per model pair since it is desirable to keep the comparison between models as close to their original time frame as possible. Therefore, the changes typically come with estimations of behavior.

The second pragmatic difference between models to be homogenized in this step constitutes the granularity difference between the models. In order to check consistency between two models they need to describe the system on the same level of granularity. Coarsening is typically used to overcome granularity differences as described in Chapter 3.1.3. Whether abstraction or generalization techniques are used needs to be decided by the developer and will differ per model. Coarsening is done per model pair since it is important to consider models on the most fine-grained level as possible because coarsening also leads to possible inconsistencies in the coarsened parts of the models.

The result of Step 2 is the following:

- All models are semantically homogeneous,
- Each model pair is time frame homogeneous, and
- Each model pair has the same level of granularity.
4.4 Phase II: Inter-model analysis

The goal of inter-model analysis is to identify dependencies between different models describing the same system, and to use these dependencies for explicating inter-model consistency constraints. These constraints are then checked and ensured during the management phase (cf. Figure 4.1). We first identify inter-model relations between the homogenized models (Step 3). Then we define inter-model consistency constraints based on identified relations (Step 4).

4.4.1 Step 3: Inter-model relation detection

**Goal:** Identify inter-model relations for each model pair. More specifically, we identify dependencies between models, concepts, and properties.

In Step 2 models are prepared per pair for comparison. The goal of Step 3 is to explicate inter-model relations. When considering partial models, models describing different system parts are interdependent. This interconnection needs to be identified. For example, if one partial model describes interactions on the customer side and another one describes the interactions on the provider side, these two models need to be interconnected before implementation. When considering viewpoint models overlapping parts between models (i.e., where two models describe the same system) need to be identified. For example, if one viewpoint model describes which monetary actions are expected in a cooperation and another one describes the order in which messages are exchanged between the actors in the cooperation, the monetary actions and messages that refer to the same real-life entity need to be related. These inter-model relations are used in Step 4 to formulate consistency constraints.

The term relationship has a broad meaning. Therefore, we start with explicating which types of relations are distinguished in this step. The goal is to ensure consistency between models which is accomplished by explicitly identifying those parts of the models that influence each other. We consider any type of dependency relation between concepts. This dependency can be strong as, for example, in a causal relation where one concept causes another one to occur. However, also less strong dependencies are considered. For example, in a temporal dependency one concept always occurs before another one without being its cause for occurrence.

Further, relations can be symmetric:

**Example.** In Figure 4.3, payment of a bike (Value viewpoint model) and its delivery (Message viewpoint model) have a symmetric relation since there is no payment without delivery and no delivery without payment.

Relations can be asymmetric as well. For example, regarding payment of a bike and its bill, the existence of the payment depends on the existence of a bill, whereas the bill can also exist without the existence of a payment.
We distinguish relations between concepts and those between properties. A dependency relation between concepts is referred to as \textit{existence dependency}, while a dependency relation between properties is referred to as \textit{property dependency}.

**Existence and property dependencies.** An \textit{existence dependency} between concepts indicates that the \textit{existence} of these concepts depends on each other.

\textbf{Example.} Considering our running example (cf. Section 4.2), the existence of a concept referring to the payment of a mountain bike by a customer depends on the existence of a concept referring to the actual bill created by the company stating the total cost of the purchase. In other words, without a bill of the company the customer will not pay.

A \textit{property dependency} indicates the \textit{value} of one property depends on the value of the other one:

\textbf{Example.} The amount of money (represented as property value of concept mountain bike, cf. Figure 4.3) paid by the customer for a bike depends on the amount of money (represented as property value of concept bike parts) paid by the company to its suppliers for the bike parts. Here, the value property of one concept depends on the one of another concept.

If properties of two concepts are dependent on each other, the concepts themselves have an existence dependency as well:

\textbf{Example.} Since the properties of concepts mountain bike and bike parts depend on each other (cf. Figure 4.3), the two concepts are existence dependent on each other. The existence of concept mountain bike depends on the existence of concept bike parts since there exists no bike if there are no bike parts.

In other words, if two values are dependent on each other the existence of concepts containing these values depends on each other.

**Symmetric and asymmetric dependencies.** A second characteristic of dependency is its \textit{direction}. A dependency can be \textit{asymmetric} where one concept depends on one or more other concepts (i.e., 1-to-n relation). To illustrate asymmetric dependencies, we use an additional model constructed from our running example:

\textbf{Example.} To model how the costs of purchasing a bike from the company are divided, a cost dependency model is developed. The left part of Figure 4.4 depicts that purchase cost depends on the product that is purchased, the delivery cost, and additional service costs for fast or weekend delivery. The total cost to be paid by the customer for a bike depends on product cost (i.e., the bike), delivery cost, and possibly service cost for fast or special delivery. This is an asymmetric dependency relation.
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Alternatively, a dependency relation may be symmetric if concepts depend on each other (i.e., n-ary relation). To illustrate this dependency, we use an additional model constructed from our running example (cf. Section 4.2):

Example. To model a dependency between delivering the bike by the company to the customer and payment of the costs by the customer, another dependency model is developed in the right part of Figure 4.4. Delivery of the bike depends on payment of the cost, and vice versa. However, if it is not specified whether payment occurs before or after delivery, the payment depends on the delivery as well.

Both existence and property dependencies can be symmetric as well as asymmetric. In summary, we distinguish the following four types of dependency relations:

- Asymmetric existence dependency, where the existence of a concept depends on the existence of one or several other concepts,
- Asymmetric property dependency, where the property value depends on one or many other property values,
- Symmetric existence dependency, where the existence of concepts depend on each other,
- Symmetric property dependency, where property values depend on each other.

How to identify inter-model relations is explained next for viewpoint and partial models. Corresponding inter-model relations depict for viewpoint models overlapping parts, while for partial models they depict connecting parts.

Viewpoints. When identifying relations between two viewpoint models, the goal is to identify their overlap. We adopt the definition of overlap as given by Engels et al. [47]:

“Overlap is defined as two specifications which are not independent since they describe common aspects.”
Our aim is to find these common aspects and to identify the type of relation they have. In conceptual modelling the common aspects are concepts with potentially different properties referring to the same real-life entity. Preprocessing models in the homogenization phase (Step 2) eases identification of concepts referring to the same entity. Identifying the type of relation between these commonalities is done by hand:

**Example.** The example in the left part of Figure 4.3 depicts a Value viewpoint model as well as a Message viewpoint model. Furthermore, it depicts the dependencies between the two models. In our example, we assume the model engineers refer to the bike sold to the customer with both concept bike in model A and concept delivery in model B. Furthermore, they refer to the money paid by the customer to the company with both concepts money in model A and payment in model B. In both cases the concepts refer to the same entity in the real world, and in both cases existence of one concept assumes existence of the other. For example, when a bike is delivered (Message viewpoint model), it is also paid for (Value viewpoint model). Therefore, the concepts have a symmetric existence dependency.

**Partial models.** When identifying relations between partial models, the goal is to identify relations between concepts, referring to different real-life entities, and between the same properties in different concepts. This can be a more challenging task than identifying overlap in viewpoints since there are no commonalities to observe because each entity is modelled in only one model:

**Example.** In the right part of Figure 4.3 one partial model depicts the mountain bike and the other one the bike parts. The two models refer to different entities, but there exist dependencies between the models. For example, the value of the bike depends on the value of its parts. Identifying these dependencies constitutes a challenge since there is no overlap between the models.

Usually, there exists some (implicit) model that links the partial models. For example, when a complex cooperation between different systems is developed, there exists a common model that explains which partial model is connected to which other one and what this connection looks like. However, the challenge is that these are high level connections, describing the relation on model level rather than on concept level:

**Example.** In the right part of Figure 4.3 the two partial models are related. There exists a common model that the mountain bike depends on its parts (i.e., a common model describing high level connections). The challenge, however, is to find the exact relations between these two models on a concept level. For example, what is the exact relation between delivery time of the bike parts and possible delivery time of the bike itself (i.e., identify the relations on a concept level).

The approach taken in our MaDeIC method is to identify different properties that are modelled for each real-life entity in a concept. This way, property dependencies are identified between the same properties in different, but related concepts. In partial models each
real-life entity is represented in one model as one concept with a set of properties. For example, a concept in a partial model might contain information on its monetary value, its size, and its validity. The concepts in related models are related through identifying equal properties. For example, the monetary value of one concept might depend on the monetary value of other concepts, while their physical size is unrelated:

**Example.** In the right part of Figure 4.3 a schematic representation of identifying these relations is represented. The two partial models each describe one entity with different properties. The value of the mountain bike depends on the value of its parts. Also the possible delivery time of the bike depends on the delivery time of the parts. This asymmetric property dependency relation is depicted.

The result of this step is the following:

- Identification of inter-model dependency relations between concepts and properties,
- Inter-model relations are categorized as follows (i) symmetric and asymmetric, and (ii) property and existence dependencies.

### 4.4.2 Step 4: Inter-model consistency constraints

**Goal:** Identify inter-model consistency constraints for each model pair. More specifically, we use the identified dependency relations from Step 3 to formulate constraints for each relation.

As discussed in Section 2.2, we consider two models being consistent if they have no contradictions. Since contradictions only occur in related models, they only emerge in inter-dependent model parts. In Step 3 we identify these inter-model dependencies. In Step 4 we now use them to formulate consistency constraints. These constraints are divided into different categories, in analogy to the different dependency relations introduced in Step 3. For each identified dependency, we formulate a consistency constraint. Each dependency constraint is formulated according to the related dependency type:

- If concept $x$ is **asymmetric existence dependent** on set $Y$ of one or more concepts, the constraint states: If $x$ exists then $Y$ exists.

- If concepts in set $X$ of two or more concepts are **symmetric existence dependent** on each other, the corresponding constraint states: If $x \in X$ exists, all concepts in $X$ exist.

We illustrate formulating consistency constraints for symmetric existence dependencies by means of an example:
In case of asymmetric and symmetric property dependencies there exists a relation between property values. The exact relation between the values is model-dependent. For example, property value of \( x \) might be \textit{twice as big} as related property value of \( y \). The general format for defining consistency constraints for asymmetric and symmetric property dependency is as follows:

- If concept \( x \) is \textbf{asymmetric property dependent} on set \( Y \) of one or more concepts, and \( z \) is the predicate describing this relation, the corresponding constraint states: Property value of \( x \) relates to property values of \( Y \) according to predicate \( z \).

- If concepts in set \( X \) of two or more concepts are \textbf{symmetric property dependent} on each other, and \( z \) is the predicate describing this relation, the corresponding constraint states: For each \( x \in X \) it holds that property value of \( x \) relates to all other concepts in \( X \) according to predicate \( z \).

We illustrate formulating consistency constraints for asymmetric property dependencies by means of an example:

**Example.** \textit{In the right part of Figure 4.3 the two partial models have asymmetric property dependency relations as discussed in Step 3. Assume that the relation between value property of Mountain bike and value property of Bike parts states the value property of Mountain bike is always larger than the value property of Bike parts. Then, this relation is translated into the following consistency constraint: Concept Mountain bike is asymmetric property dependent on concept Bike parts, where the property value of Mountain bike is larger than the property value of Bike parts (i.e., this is the predicate). The corresponding constraint states: The property value of Mountain bike is larger than the property value of Bike parts. This constraint depicts at runtime the value of the bike is larger than the value of its parts. If this is not the case then the constraint is violated.}
Example. For example, if hundreds of payments in one model are existence dependent on a bill in another model, each of these dependency relations results in a separate constraint stating “If payment A exists, also bill B exists”. However, a single constraint stating: “If a payment with characteristic Y exists, also a bill with characteristic Z exists”, would generalize over this large space of constraints.

This generalization process can be compared to the one used to solve granularity differences between models as discussed in Step 2. Generalization is possible under specific circumstances. Furthermore, it is applicable in both viewpoint models and partial models. For both types of models it holds that generalization is only possible over related combinations with the same type of dependency relation and, therefore, over consistency constraints of the same type. For example, it is not possible to define a general consistency constraint for two sets of related concepts where one set has an asymmetric existence relation and the other one a symmetric existence relation. Generalization constraints differ for viewpoint models and partial models. Therefore, we discuss them separately in the following paragraphs.

Viewpoint models. In viewpoint models it often occurs that a set of concepts in one model is related to concepts in another model. Currently, each relation between the two models has a separate constraint. However, it is often possible to create one general constraint that describes the complete set of constraints:

Example. Consider the left part of Figure 4.3 where two symmetric existence dependency relations are depicted. Figure 4.5 shows exactly these two relations. The value viewpoint model describes which products are transferred to the actors. The message viewpoint model, in turn, specifies which messages are exchanged between the actors. If there is a message indicating the bike is delivered or a payment is done (message viewpoint), it is concluded the bike or payment is received (value viewpoint), respectively. If the bike or money has exchanged hands (value viewpoint), it further is concluded there must be a message stating the bike is delivered or the money is paid (message viewpoint). Therefore, existence of a good transfer (e.g. a bike or money) and existence of a message exchange (e.g. a delivery message or payment message) depend on each other, i.e., they have a symmetric dependency. Without any generalization over constraints, there are now two consistency constraints describing the relation between the value and message viewpoint model. One states that if the bike is transferred also a message confirming the bike delivery exists, and vice versa. The second constraint states that if money for the bike is transferred, a message confirming the bike payment exists, and vice versa.

We construct a general consistency constraint that covers both single constraints by stating something in general about the relation between the value viewpoint model and the message viewpoint model. The general consistency constraint states, for example: “If a valuable product is handed over, a message confirming this exists, and vice versa”.
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Generalization in viewpoint models is possible if there are several consistency constraints between two models that are based on the same type of relation (e.g., symmetric existence dependency). If generalization of property dependency constraints occurs, the properties in the different constraints is the same. For example, if one constraint describes a dependency between two time frames, while another one describes a dependency between monetary values, it is not possible to generalize over these two constraints.

Main advantage of a general consistency constraint between two models is the possibility to check whether they describe the same cooperation. The constraint typically describes the nature of the models. In this case, we state that every concept that represents some valuable transfer in the value viewpoint has a related concept in the message viewpoint describing the message transfer:

**Example.** In a value and message viewpoint, several entities in the cooperation need to be modelled in both viewpoints. For example, in the left part of Figure 4.3, money paid for a bike is modelled as valuable transfer between actors in the first viewpoint and as message transfer between two actors in the second viewpoint. The other way around does not hold since not every concept describing messages transferred between actors has a monetary value.

Therefore, we state that for each message transfer in the message viewpoint containing some value there is a concept representing this value in the value viewpoint model. With this consistency constraint we check whether all necessary concepts are modelled or whether a model is incomplete.

Aside from checking whether all concepts are present, it is important for each business transaction to check whether both models describe the same set of transfers. For example, if both viewpoints model entities “bike” and “money” for the bike, it is important that no viewpoint model assumes two bike transfers occur for one money transfer, while the other viewpoint assumes one bike transfer occurs for a money transfer. Therefore, an additional general consistency constraint is formulated describing that for each business transaction modelled in the viewpoint models, the concepts should occur in the same setting.
Partial models. In partial models we often observe the property values of a set of concepts in different models are dependent on each other:

**Example.** In the left part of Figure 4.6 the concept customer payment has three dependencies: money paid by the customer depends on special costs, but also on product costs and delivery costs. Each property dependency relation has a separate constraint clarifying how customer payment depends on the different costs. For example, one constraint might state: “The amount of money paid by the customer contains special costs”.

However, it is possible to construct one general constraint that describes the three separate ones:

**Example.** The right part of Figure 4.6 depicts that customer payment and its three relations are interconnected. Now, the general constraint states: “The amount of money paid by the customer is at least the sum of special costs, product costs, and delivery costs.”

In general, we state that constructing a generalization of constraints in partial models is possible if (i) the dependency relations described by the constraints are interconnected, and (ii) they connect the same type of property. For asymmetric relations it should be possible to form a tree out of the dependency relations and for symmetric relations it should be possible to create an undirected graph from the dependency relations.

In both scenarios analyzed in this thesis (i.e., in the viewpoint model scenario in Chapter 5 and the partial model scenario in Chapter 7) we show in detail how to generalize sets of consistency constraints.

Result of Step 4 are as follows:

- Identification of consistency constraints for both symmetric and asymmetric dependencies, and property and existence dependencies, and
- Illustration of generalization of consistency constraints.
4.5 Phase III: Intra-model analysis

Intra-model analysis identifies dependencies between different concepts within one model (Step 5). Furthermore, we define intra-model consistency constraints based on these relations (Step 6).

4.5.1 Step 5: Intra-model relation detection

Goal: Identify intra-model relations for each model. More specifically, we identify dependencies between concepts and properties.

For detecting intra-model relations we use the original models and not the homogenized ones since we want to preserve as much original data as possible. Although conceptual models have in common that they describe relations between concepts and properties, the type of relation used differs over different models. In order to get a complete view on dependencies between concepts and properties over different models, it is important to analyze the type of relation used within each model. Therefore, we explicate the relation type used in the language for depicting relations between concepts and properties within a single model. We use the same distinction as discussed in Step 3. However, here dependencies between concepts and properties are detected within one model as opposed to inter-model relations in Step 3. More than one type of relationship can be used in a model.

In viewpoint models these dependency relations typically exist between concepts and properties referring to different entities, but describing the same property. For example, in the left part of Figure 4.3, concepts bike and money both have a value, while they describe different entities that depend on each other.

In partial models these dependency relations typically exist between different properties referring to the same entity. For example, in the right part of Figure 4.3 the concept mountain bike contains a property value that depends on the property value of delivery time, both properties refer to the same real-life mountain bike entity.

The results of this step are the following:

- Identification of intra-model dependency relations between concepts and properties,
- Dependency relations are categorized in (i) symmetric and asymmetric, and (ii) in property and existence dependencies.

4.5.2 Step 6: Intra-model consistency constraints

Goal: Identify intra-model consistency constraints for each model. More specifically, we use the intra-model dependency relations identified in Step 5 to formulate constraints for each relation.
Analogously to defining inter-model consistency constraints in Step 4, we define intra-model consistency constraints in Step 6. Note that these constraints still assume the models are built properly, i.e., that the models are well-formed. For example, if a modelling language prescribes every activity is followed by an arc, we assume this is the case. Intra-model constraints depict constraints on concepts, properties, and their relations within the model, not on the language used to describe the model. For example, there is no constraint stating that concepts can only be connected through a specific relation since this is a language constraint. However, there exist intra-model constraints stating that a specific concept shall be present if another one occurs. For example, if a payment is done, a bike needs to be shipped because this is a model-specific constraint (i.e., a specific constraint for our example).

Dependency relations identified between the different concepts in Step 5 are used to define the constraints. The same structure for building the constraints as in Step 4 is applied. The difference is that constraints are now defined within a model, and not between models.

In addition to consistency constraints, which are defined based on dependencies between concepts, the existence of the concepts itself, with or without a specific property value, is defined here. For example, if a concept represents money transfer from customer to company, this concept should also occur in the implementation, regardless of dependencies with other concepts. The general form of such a constraint is as follows:

- Let \( x \) be a concept with property \( y \) in a model. The corresponding consistency constraint states: \( x \) exists with property \( y \).

For example, if concept \textit{money transfer} with property value \textit{100 euro} exists in a model, the constraint states this concept with property value needs to exist in the implementation.

Often it is possible to generalize over different consistency constraints as it is done for inter-model consistency constraints in Step 4. However, the approach for generalizing intra-model consistency constraints differs from the one used in Step 4. The same advantage for generalization of inter-model consistency constraints holds for intra-model consistency constraints. Namely, by generalizing over a set of constraints, the number of constraints to be checked reduces significantly, increasing applicability of our method. Next, we discuss for both viewpoint models and partial models which consistency constraints are generalized and how this is accomplished.

**Viewpoint models.** In Step 5 intra-model dependencies are identified. In this step, each of them is used to formulate a consistency constraint. As a result there are many similar consistency constraints. To illustrate generalization in viewpoint models, we consider an example:
Example. The left part of Figure 4.7 depicts a viewpoint model that describes monetary values of different entities of our cooperation. For example, the bike parts have a certain monetary value and delivery costs are paid by the company to the delivery service. The properties of the concepts (i.e., monetary values) are dependent on each other. For example, the total price (i.e., property value) for the customer depends on how much the bike parts cost.

Each intra-model dependency relation results in a separate constraint. However, it is possible to generalize over these constraints under certain circumstances.

Generalization is done for constraints that depict the same type of dependency, and then only over constraints being interconnected through the different concepts and properties. This is the same approach as taken for generalization of partial models for inter-model consistency constraints.

Example. There are three constraints formulated for the value Viewpoint model (cf. left part of Figure 4.7): 1) costs for the customer depend on special costs, 2) costs for the customer depend on bike part costs, and 3) costs for the customer depend on delivery costs. These constraints are generalized into one general constraint that states: Total costs for the customer depend on the sum of special costs, bike part costs, and delivery costs.

In general, we state that generalization in viewpoint models is possible if the dependency relations are interconnected and if they connect the same type of property. For asymmetric relations it should be possible to form a tree out of the dependency relations (as done in the example) and for symmetric relations it should be possible to create an undirected graph from the dependency relations.

Partial models. The dependencies in partial models identified in Step 5 typically exist between properties within one concept that refer to the same entity. To illustrate generalization in partial models, we consider the following example:
Example. The right part of Figure 4.7 depicts a partial model for the concept bike from our running example. The bike has three properties: expected number of customers, price, and model type (e.g. mountain bike). The number of customers depends on the price that needs to be paid for the bike and the price, in turn, depends on the model type. Each of these dependencies results in a consistency constraint. Generalization over these constraints is possible. In this case we develop one consistency constraint that captures both dependency relations, i.e., the relations between number of customers and price, and between price and model type. The separate constraints state: 1) For a mountain bike (i.e., a specific model) $x$ euro are paid, and 2) If a customer pays $x$ euro for a bike, $y$ customers will buy one. The general constraint now states: For a mountain bike the price is $x$ euro, and $y$ customers buy the bike.

Generalization within partial models is possible over those constraints that describe relations between different properties of one concept (i.e., one entity) if these properties are inter-connected. For asymmetric relations like in our example, it should be possible to build a tree of the different properties and their relations. For symmetric relations, in turn, it should be possible to build an undirected graph of the different properties and their relations.

Joint constraints. Each model is built with a specific purpose. It prescribes (i) which entities should occur, (ii) which properties they should have, and (iii) in which way they should manifest in the cooperation. Typically these are model generic constraints where a model depicts, for example, (i) which transfers occur between actors in one business transaction, (ii) what the value of certain exchanges between actors is, or (iii) the order in which entities should occur in a business transaction. Model-specific consistency constraints are formulated taking the specific model purpose into account. It is not possible to formulate a general consistency constraint for this purpose since this is model-dependent. Generalization is often not necessary for these constraints since they are typically model-specific and therefore general.

The results of this step are the following:

- Identification of intra-model consistency constraints, and
- Illustration of generalization of consistency constraints.

4.6 Phase IV: Combined analysis

4.6.1 Step 7: Dependency analysis

Goal: Formalization of model parts that are checked for consistency, and formalization of the defined intra-model and inter-model consistency constraints. This formalization allows easy implementation for automatic consistency checking.
As described in Section 2.3.3, we check consistency between models after their development. Checking consistency is done by testing the models with some model checker, or by finding a translation. Since we not only check consistency between models, but also between models and running system, we choose to translate the models. Typically, models are translated into a semantically well-defined formalism, which allows for formal consistency checking. Either models are completely translated, or only their overlapping parts are translated. In the inter-model and intra-model analysis phase (Phase II and Phase III) we identified crucial parts for consistency checking, i.e., we identified their overlapping parts. Therefore, we choose to partially translate the models, i.e., only these parts that are crucial for consistency checking.

During runtime we check whether both intra-model and inter-model consistency constraints (Step 4 and Step 6) hold with regard to the running system. In this method we check these constraints by translating those model parts that influence consistency into a language-independent, formal notation. Consistency influencing parts of the models are identified in the inter-model and intra-model analysis phase where both model relations and consistency constraints are analyzed. In Step 7 we combine these results and represent both constraints and essential model elements in a formal model. Formalization of model parts and consistency constraints allow easy implementation. As explained at the beginning of this chapter, implementation facilitates automatic checking of the constraints at runtime in the Management Phase (cf. Steps 8 and 9).

To manage models of inter-organizational cooperations, we monitor several parts of the models. We monitor:

- concepts with their properties,
- relations between properties, and
- relations between concepts.

We monitor these items by checking consistency constraints as defined in Steps 4 and 6. These constraints depict dependencies between concepts and between properties. We check whether the constraints hold by comparing running system and models.

To allow automatic monitoring in the following steps, we formalize those parts of the models that are part of the consistency constraints, and the consistency constraints themselves so that they can be easily implemented. This formalization of model parts results in a formal model. We illustrate what is present in the formal models with the following examples:
Example. When considering the left part of Figure 4.3, the value viewpoint model consists of two concepts with a value property that have a symmetric dependency relation. Both concepts and their constraint (based on the dependency relation) are included in the formal model. Furthermore, from the message viewpoint model all concepts have some dependency relation and are, therefore, used in one or more constraints. As a result, all concepts in this model are part of the formal model. Also constraints describing dependency relations between concepts in the message viewpoint model are included in the formal model. This also holds for constraints describing symmetric relations between bike and delivery, and between money and payment, respectively.

Example. When considering the right part of Figure 4.3, both concepts mountain bike and bike parts are included in the formal model since both their properties have dependency relations. Furthermore, constraints describing the asymmetric property dependency relations between the two prices and the two delivery dates, respectively, are also included in the formal model. These are inter-model consistency constraints for the models. Also the intra-model consistency constraints (i.e., property dependency between price and delivery date of the bike and the bike parts, respectively) are part of the formal model.

Although many formalizations are possible, in this thesis we describe the use of sets and graphs to create the formal models. In Scenario 1 (cf. Chapter 5) we show how to apply sets, while in Scenario 2 (cf. Chapter 7) we show how to apply graphs for this purpose. However, many other formalizations are possible. The key is to group representations of concepts that belong to the same business activity. Using sets one instance is represented as a set, while using graphs one instance is represented as a graph. Consider the following example:

Example. In the left part of Figure 4.3 concepts bike and money are grouped since one purchase of a bike entails both the bike and money transfer. Furthermore, also the concepts order, confirm, send, deliver, and pay are grouped since these messages together make up one purchase of a bike. Regarding the right part of Figure 4.3, the value properties and the delivery time properties are grouped.

The results of Step 7 are the following:

- Formalization of model parts that are used in the consistency constraints, and
- Formalization of consistency constraints.

This formalization allows easy implementation as preparation for automatic monitoring of the models at runtime.
4.7 Phase V: Management phase

In the management phase the aim is to check whether the running system performs as prescribed in the models. In other words, we check consistency between event logs and formal models, i.e., the dependency models. To allow for such a comparison between models and event logs, we analyze event logs and create an event log model that allows easy comparison in Step 8. The result of this comparison is reflected in the management models where inconsistencies are depicted. Furthermore, in Step 9 the management models allow for causal analysis to find out why certain inconsistencies occur. Using this analysis, different solutions for handling inconsistencies are identified. However, as a consequence of applying these solutions new inconsistencies might be introduced. It is important to identify these consequences because we aim at minimizing the number of model changes when regaining consistency between models and running system.

4.7.1 Step 8: Log analysis

Goal: Abstract necessary information from the event logs to monitor the models and their constraints.

Although mining data from event logs does not constitute the focus of this thesis, we first explain how to abstract necessary information from them. Secondly, we explain how to compare this information with the dependency models constructed in Step 7.

In inter-organizational models conceptual structures are present that are not visible in the event logs. To check them for evidence of consistency between models and system behavior, we need to add this structural information to the event logs. Therefore, we suggest to reconstruct relations between the different event log entries. For example, for each entry in the event logs we need to recognize to which instance it belongs, i.e., to which other entries it is related and it depends on. For example, if a payment is done and afterwards stored as entry in the event log, it becomes necessary to identify for which service or product this payment is done.

Identifying these relations is a widely known problem for which different solutions exist: Many approaches aim at deriving this structural information from the event logs through mining techniques [3], while other approaches add structural information to the event logs when they are created [67, 96]. In this thesis, we do not describe data mining or event log structuring in detail. We discuss which information is necessary for our approach, rather than how to acquire it.

We illustrate this with a technique where identifiers are used to reconstruct model structures captured by the event logs. Note, we assume that the structure as it is described in the models is reflected in both implementation and event logs. Without this assumption a first step is to mine structure from the event logs [3]. Furthermore, we assume identifiers are added to an event log entry to provide information on its nature. For example, a contract number can be used to identify to which transaction an entry belongs, log on and log off messages can be used to identify separate transactions, and timestamps (e.g. “Thu, 17 July 2009 09:23:12”) can be used to identify in which order certain events occur.
For each inter-organizational cooperation it needs to be decided which identifiers can and need to be used.

Necessary information abstracted from the event logs is structured using *sets*. Event log entries belonging to one transaction are grouped into one set. Each entry is represented as a *tuple*. Typically, each tuple contains a timestamp, an issuer, a recipient, a unique name, and some property information. The resulting model contains all property information necessary for checking the constraints of the formal models. In other words, it contains all properties as they are present in the formal models (cf. Section 4.6, Step 7). In general, the event log model is constructed as follows:

1. Identify which property values should be present in the event log model using the dependency models.
2. Represent each entry in an event log as tuple containing a timestamp, issuer, recipient, unique name, and all property values.
3. Group tuples belonging to one transaction into sets using identifiers like log-on and log-off messages, and contract numbers.

After creating the event log model by abstracting necessary information from the event logs, we compare the runtime results with the inter-organizational cooperation models describing the system. The result from this comparison is represented in *management models*. When using sets to represent the formal models, consistency constraints are checked by *matching* tuples and sets between event log model and formal model. When using graphs, tuples and sets of the event log model are matched with vertices and edges of the graphs. Furthermore, additional consistency constraints are matched by checking occurrences of tuples, properties of tuples, and occurrences of sets in the event log model. For example, if a consistency constraint states that the presence of a concept (i.e., tuple) indicates the presence of another one (i.e., tuple), this relation is checked in the different sets of the event log model.

### Example
In our running example (cf. Section 4.2) the company offers two business transactions: purchasing mountain bikes and purchasing city bikes. At runtime, we collect information from the event logs to support the business model of the company. For example, we expect evidence of selling mountain bikes to customers, represented as sets of events representing the sale. In addition, we expect evidence of selling city bikes in a similar manner. Furthermore, in order to sell the bikes, the company needs to purchase its parts before. This constraint is checked during runtime. We expect evidence to support the constraint that bike parts are purchased before bikes are sold, represented as events with different timestamps. More specifically, we expect events, represented as tuples in the event log model, that represent purchasing bike parts with earlier timestamps compared to events that represent selling bikes.

Violation of consistency constraints is different for existence dependencies and for property dependencies. When a constraint describing an *existence dependency* is violated, this is a violation where the concept does not exist. For example, a bike needs to be paid
by the customer if he receives the bike. If there is no evidence of payment in the event log, this is a complete violation of the constraint. If a constraint describing property dependency is violated, this violation can come in gradations, depending on the scale of the value of the concept. For example, if the selling price of a bike is twice the amount paid for the bike parts, the runtime result in the event log model deviates (but does not completely violate) if the selling price is only one and a half times the amount paid for the bike parts.

The results of this step are the following:

- A description of information that needs to be abstracted from the event logs for monitoring the models and their constraints.

### 4.7.2 Step 9: Causal analysis

**Goal:** Identification of causes for constraint violations, and identification of consequences of restoring consistency between models and running system.

The monitoring results containing constraint violations need to be presented in an intuitive way. We suggest to represent monitoring results by showing deviations in *color codings*. For example, *red* indicates violation of an existence dependency constraint or violation of a property dependency constraint, *green* indicates compliance of the constraint, while *orange* indicates a deviation of a property dependency constraint with not more than 10%. The coloring can be done in the original models as well as in the dependency models. In this way, both arrows (indicating dependencies) and concepts (containing property values) are colored. The results are management models that show relations between different concepts, whether these relations are violated or not during runtime, and whether their property values are accomplished.

When the management models are created, it becomes clear which parts of the running system comply with the models and which parts do not. Ideally, models and running system are consistent with each other. If there is a violation the analyst can either evolve the models so that they properly represent the running system, or adapt the running system so that it properly reflects the agreed upon models. In this thesis we focus on changing the models so that they reflect the running system, rather than adapting the system itself.

Violations are often related. A constraint violation in one part of the model often results in violations of other parts of the model. These causal relations are important to identify for efficient model management since solving a constraint violation of the source might solve numerous other violations at the same time. The dependency models created in Step 7 show all dependencies between concepts. Here, dependencies are used to go through the management model and to identify sources for violations. For this causal analysis *only asymmetric dependencies* are used because in those relations it is clear which concept influenced the other. In symmetric dependencies you might travel to the end leafs of the problem instead of identifying the source of the violations.
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Example. If there is an existence constraint violation of concept money in the Value viewpoint model A (cf. left part Figure 4.3) (i.e., there is no evidence that money has been paid), the symmetric dependency relations the concept has make it difficult to determine the cause for this violation. For example, the symmetric relation between concepts bike and money does not indicate whether the money is not paid because the bike is not delivered, or the other way around. In other words, determining causes in symmetric relations is difficult.

By identifying causes, it becomes possible to decide which parts of the models to change to regain consistency. After choosing these parts, it is important to identify what the consequences of these changes are. For example, when making a product more expensive to resolve a lack of income, the number of expected customers might decrease, leading to even less income. Therefore, besides identifying what the causes for violation are, it is also important to decide which parts to change.

Every element present in the consistency constraints is able to cause an inconsistency and is, therefore, also able to regain consistency. Often, there are several different ways to make a change in one of the models to regain consistency. For example, if the bike parts are at runtime more expensive from that agreed upon in the models, one solution is to negotiate a lower price for the parts, while another possibility is to change provider and purchase the bike parts elsewhere. Although both solutions solve the constraint violation, the first one is less intrusive for the model than the second one, since the second solution results in deletion of an offered service.

To distinguish intrusive from less intrusive changes, we suggest to divide possible model changes into different categories. Each constraint violation is now solved by applying a subset of these categories. Each category has its own consequences for the models.

- **Non-observable changes** in a model do not influence the formal model, i.e., the change does not influence the dependency models. As a consequence, these changes are outside the parts that influence consistency. For example, in the right part of Figure 4.3 the partial models describe the mountain bike and its parts. If the payment method changes, this does not affect these models since payments are not captured. Therefore, this is a non-observable change in that model.

- **Observable structural changes** in a model are changes where concepts are removed or added to the model while preserving a well-formed model. These changes influence existence dependencies since these dependencies rely on the existence of certain concepts. By removing or adding a concept, its existence changes. However, property dependencies are also influenced since the non-existence of a concept will also imply its property value does not exist. For example, if we remove the concept bike in the left part of Figure 4.3, this is an observable structural change. It affects the existence dependencies with concept money of the same viewpoint model, and with concept delivery of the message viewpoint model B.

- **Observable non-structural changes** are changes where the property value of a concept is affected, or where the way two concepts are related is affected. For example,
when changing the order of two concepts, their relation is affected. These changes
do not affect constraints on existence dependencies since such it does not change
the existence of concepts. However, it does affect constraints on property depen-
dencies since it changes property values. For example, if the value property of
concept bike parts in the right part of Figure 4.3 becomes larger, i.e., the bike parts
become more expensive, then this is an observable non-structural change. It affects
also the value property of concept mountain bike since the price of the mountain
bike depends on its parts.

Explicating for each constraint which changes can be used to regain consistency if
necessary is a step towards more efficient and precise model management. By relating
changes to constraints, it is possible to predict the impact of a change, not only on the
violated constraint, but also on other constraints that are related to this particular change.

With this last step we conclude the analysis of the models and event logs. Now, it
is possible to monitor consistency constraints between models and between models and
the running system, it is possible to identify causes for violations with a causal analysis
through the different dependency relations. Based on the causal analysis, violated con-
straints are selected for inconsistency resolution. Now, we describe the last step where
we use the identified possible changes and the dependency relations to predict the conse-
quences of changes made in the models to regain consistency.

Each suggested change in a concept to regain consistency might affect more than the
violated constraint. By considering the dependency models we identify which constraints
are affected when changing a particular concept. An observable structural change affects
both the existence and property dependencies, while an observable non-structural change
only affects related property dependencies. When the affected dependency is symmetric,
the change also affects the related concept. When the affected dependency is asymmetric,
the change only affects the related concept if the related concept depends on the original
concept, not if the original concept depends on the related concept. Consider Figure 4.8
where both situations are depicted:
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Example. Both Example 1 and Example 2 depict (part of) a property dependency model where the dependency constraint between product price and amount of profit is violated. In other words, the event logs show that the depicted property relation between the product and profit does not hold. The model can be changed in several ways to solve this inconsistency. The amount of profit can be adjusted, the product price can be adapted, or the ratio between profit and price can be adjusted.

Assume the developer considers changing the product price. Now, the consequences for the other dependencies are analyzed. In Example 1, product price and number of customers are dependent on each other. Therefore, if the product price changes, the number of customers is also affected, just as their dependency relation. In Example 2, product price depends on the material price it is made of. Now, changing the product price does affect their relation, but not the material price. The developer now concludes changing the product price in the second example has limited consequences, while changing the product price in the first example leads to more adjustments.

Especially with large models and many dependencies it is very useful to enable such an analysis where changes are related to types of dependencies, and analysis is done for the consequences of such changes in the rest of the models, but also for constraints it has with other models. The approach aims at using the constraints, dependencies, and types of changes to show for a chosen adaptation of the model, which parts are affected by the specific change. As a result the developer is better able to estimate the amount of effort needed to adapt the models as well as better able to make a choice between the different change possibilities. In general, the most suitable change is the one having the least impact on other constraints.

The results of this step are the following:

- We provide a method for causal analysis of the dependency models created in Step 7. This analysis identifies possible causes for constraint violations.
- Furthermore, we provide a method to predict consequences model changes have on consistency constraints. This supports the analyst in identifying the least intrusive adaptation of the model to regain consistency.

4.8 Summary

In this chapter we introduce a stepwise method towards efficient model management of inter-organizational cooperations. The approach relies on the identification of different types of dependencies between the different concepts within and between models. Furthermore, we suggest translating relevant model parts into formal models for easy consistency checking. The same approach as used for these formalizations is used for abstracting useful information from event logs into an event log model such that runtime behavior of the system can be compared with the models describing the system. Furthermore, an
additional causal analysis, using identified dependencies, allows identifying causes for inconsistencies between models and running system. As a last option our MaDe4IC method provides an approach to check the consequences for consistency constraints when changes are made to a model. In other words, we analyze what the consequences are for other consistency constraints when trying to resolve an inconsistency. As a whole, this method presents a stepwise, structured approach into managing these complex constellations in an effective and efficient way. In the following chapters two scenarios are discussed where this method is applied.
Part III

SCENARIO 1: BUSINESS & COORDINATION MODELS
CHAPTER 5

MANAGING DEPENDENCY RELATIONS: BUSINESS AND COORDINATION MODELS

To illustrate the importance of inter-model consistency, we consider two fundamental perspectives which are of high relevance for modelling inter-organizational cooperations: the business and the process perspective [56, 2]. At business level expectations (e.g., agreements on the number of transferred products) between partners are modelled. At process level coordination of inter-organizational processes is modelled. Both perspectives describe necessary transfers between partners although focusing on different aspects (financial versus coordination). Assume, for example, that a payment is captured in the business model, while it is omitted in the process model. Then the two models are considered to be inconsistent with each other. If a system implementation is based on these models, payment will be expected to occur (due to the business model), while the occurrence of this payment is not prescribed in the implementation (due to the incomplete process model). In other words, business and process model do not describe the same system. Since the two models have a different level of abstraction, use different modelling notations, and have a different purpose, determining consistency constitutes a big challenge. This chapter illustrates how to apply our MaDe4IC method for identifying dependencies between business and process models [17, 26].

In complex, inter-organizational cooperations where repetitions within business transactions occur, relations between sets as well as between elements in sets need to be checked. In this case it should be checked whether certain transfers are executed an equal number of times (e.g., are as many payments done by the customer as services offered by the company?). Since the goal of this chapter is to illustrate usability of our method to business and process models we exclude repetitions for the sake of readability. However, a formalization of consistency constraints including such repetitions can be found in a technical report extending this chapter [20].

The remainder of this chapter first discusses basics of the modelling techniques, while introducing our running example in Section 5.1. In the following sections we discuss the stepwise application of our MaDe4IC method to this running example (cf. Sections 5.2 - 5.10). We conclude this chapter with a discussion of related work on business and process modelling in Section 5.11.
5.1 Basics

We first introduce an illustrating business case. It consists of a copier company which sells and leases copiers to customer companies. When leasing a copier, it is mandatory to purchase maintenance on a yearly basis. Before implementing the business case, the copier company wants to evaluate financial consequences (business perspective) as well as coordination requirements (process perspective). For this purpose, it develops a value model denoting value exchanges as well as a coordination model describing how the interaction between the two partners is arranged. To validate its models, information on interactions with partners is gathered from the event log.

5.1.1 Business perspective

The copier company reasons about value transfers to and from companies to estimate financial benefits. The value model (cf. Figure 5.1) depicts estimations on who gets what from whom and for how much in e3-value notation [57]. The e3-value methodology is developed to support exploration of innovative e-business ideas using a graphical modelling tool [38].

In our running example, actor copier company has a group of customer companies, and three kinds of value exchanges take place between them (cf. Figure 5.1): money for leasing a copier (Lease, Copier L), money for maintaining the copier (Service, Maintenance), and money for purchasing a copier (Purchase, Copier P). Interdependent value transfers (i.e., transfers exchanged in one business transaction) are connected through dotted and solid lines in Figure 5.1, representing two possible business transactions. One is highlighted through a thick line representing the customer need for having a copier, starting at the customer side. Furthermore, value exchanges that belong to one business transaction are grouped in a grey box. The XOR-split models that customers have a choice to either lease or purchase the product. The AND-split, in turn, indicates that for every lease a maintenance contract is purchased.

To obtain financial estimations, several quantifications are done for a specified time frame. In Figure 5.1 estimations on the number of customers (=36), the number of customer needs (=2), and the purchase-lease ratio (33%-67%) are made. These quantifications result in an estimation on the number of leases and purchases. Together with an average value of each transfer, this gives an indication on the income for this business activity in the specified time frame (one year in our case). Although these quantifications are part of the value model, for the sake of clarification, we represent them in Table 5.1.

5.1.2 Process perspective

Besides financial validation the copier company needs to agree on how to implement the business. For example, should the customer pay before receiving the copier, or the other

---

1 Other value-based modelling techniques (e.g. REA [76] and Business Modelling Ontology [92]) can be used as well. We select e3-value in this thesis due to its graphical notation.
way around? The coordination model describes which messages are to be exchanged between partners and in which order this message exchange shall take place. Such an inter-organizational process model provides the basis for any implementation. We use the Business Process Modeling Notation (BPMN) [113] to represent the coordination model (cf. Figure 5.2). The customer chooses to purchase or lease a copier (cf. the decision in the figure). As a consequence of this choice, either the set of message exchanges associated with purchasing or leasing a copier is initiated. Both business transactions are indicated with a grey box, grouping messages for purchasing or leasing a copier, respectively (cf. Figure 5.2). The first message is sent by the customer as a request message to the copier company. The company, in turn, sends back an offer message with the contract. Finally, the customer pays and afterwards receives the copier. After this, the process ends.

### 5.1.3 Event logs

To evaluate the operational system, data on its execution is gathered. The event log of the Information System (IS) contains such data. Here, we focus on data exchanged between actors, and disregard any internal data. Furthermore, timestamps show the order in which data are exchanged. The event log enables traceability of executed processes during cooperation. Furthermore, it enables checking whether profitability estimates made in the

---

**Figure 5.1: Example case: Business model ($\epsilon^3$-value notation)**

<table>
<thead>
<tr>
<th>Value Transfer</th>
<th>Average Value</th>
<th>Occurrences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lease /Copier L</td>
<td>1200 €</td>
<td>48</td>
</tr>
<tr>
<td>Service /Maintenance</td>
<td>700 €</td>
<td>48</td>
</tr>
<tr>
<td>Purchase /Copier P</td>
<td>7500 €</td>
<td>24</td>
</tr>
</tbody>
</table>

Table 5.1: Estimations value model

---

2Other modelling techniques like Activity Diagrams and Petri Nets are applicable as well. Here we select BPMN due to its graphical notation.
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Figure 5.2: Example case: Coordination model (BPMN notation)

<table>
<thead>
<tr>
<th>Date</th>
<th>Time</th>
<th>Issuer</th>
<th>Recipient</th>
<th>Message</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007-08-17</td>
<td>09:13:13</td>
<td>customer_a copier_company</td>
<td>request</td>
<td></td>
</tr>
<tr>
<td>2007-08-17</td>
<td>09:13:30</td>
<td>copier_company</td>
<td>customer_a offer</td>
<td></td>
</tr>
<tr>
<td>2007-08-17</td>
<td>09:13:13</td>
<td>customer_a copier_company</td>
<td>copier_payment</td>
<td></td>
</tr>
<tr>
<td>2007-08-17</td>
<td>09:13:14</td>
<td>copier_company</td>
<td>customer_a copier</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.3: Example case: Event log (XML notation)

```
<soap:Envelope xmlns:soap="http://schemas.xmlsoap.org/soap/envelope/">
  <soap:Body>
    <copier_payment xmlns="http://www.etmone.nl/consistency">
      <tCode>payment</tCode>
      <Good/Device/Good>  
      <Amount>700</Amount>
      </Good/Device/Good>
    </copier_payment>
    <Good/Lease/Good>  
    <Amount>1200</Amount>
    </Good/Lease/Good>
    <tCode>payment</tCode>
    <contract-number>902676854</contract-number>
  </soap:Body>
</soap:Envelope>
```

value model are realized. As example take Figure 5.3 in which parts of an XML-based event log (i.e., one business transaction) are shown. It depicts data exchanged between customer and copier company of payment for leasing a copier. Each message is annotated with a timestamp, issuer, recipient, and name. A message contains information on the value of a transfer (cf. Amount in Figure 5.3), the type of the transfer (cf. Good in Figure 5.3), and a contract number. Messages with the same contract number belong to one business transaction, while one specific customer might be involved in multiple business transactions.

Next, we discuss how to apply our MaDe4IC method for managing model dependencies in inter-organizational cooperations (cf. Chapter 4) to this running example.
### 5.2 Step 1: Model analysis

In Step 1 of the method we analyze the models for their characteristics. Please, recall the different characteristics from Section 4.3:

1. **Focus**: Viewpoint ↔ Partial model
2. **Perspective**: Single actor ↔ Bird’s eye view
3. **Property type**: Estimation ↔ Prescription
4. **Time frame**: Instance-based ↔ Period of time

<table>
<thead>
<tr>
<th></th>
<th>Value model</th>
<th>Coordination model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focus</td>
<td>viewpoint</td>
<td>viewpoint</td>
</tr>
<tr>
<td>Perspective</td>
<td>bird’s eye</td>
<td>single actor</td>
</tr>
<tr>
<td>Property type</td>
<td>estimations &amp;</td>
<td>prescriptions</td>
</tr>
<tr>
<td></td>
<td>prescriptions</td>
<td></td>
</tr>
<tr>
<td>Time frame</td>
<td>time period</td>
<td>instance</td>
</tr>
</tbody>
</table>

**Value model.** The value model from Figure 5.1 is a viewpoint model. It models the complete cooperation and focusses on one specific aspect, namely, value exchanges between actors. The value model is developed with a bird’s eye perspective, i.e., it is developed for all actors, and captures their value exchanges for a specified period of time. The value model contains both estimations and prescriptions. For example, the ratio between purchased and leased copiers constitutes an estimated value, while the price of a purchased copier is fixed. The value model is developed for a period of time, in this case for one year.

**Coordination model.** The coordination model constitutes a viewpoint model as well. It models the complete cooperation while focussing on one aspect, namely, message exchanges between actors. The coordination model is developed from a single actor perspective (the copier company). This means the coordination model depicts the interaction of the copier company with its customers. However, the coordination model only depicts one customer that represents the average behavior of a typical customer. All exchanges between the actors are prescriptions; messages need to be exchanged in the specified order. The coordination model is instance-based. In the year described in the value model, the coordination model is expected to execute several times.

### 5.3 Step 2: Homogenization

In Step 2 we homogenize the models on syntactic, semantic, and pragmatic level so they can be compared.
Syntactic homogenization. As discussed in Section 4.3, it is not possible to homogenize syntactic differences. However, respective differences and correspondences must be identified to enable comparison.

- **Actor versus Swim lane.** Our value model uses actors and groups of actors to depict partners in the cooperation. This corresponds to swim lanes in the coordination model.

- **XOR versus Decision.** The value model uses XOR-splits to indicate choices in business transactions. In other words, either the one or the other business transaction is chosen. This corresponds to the decision (i.e., lease or buy a copier) represented in the coordination model, where also a choice is made between two business transactions.

- **AND.** The AND-split in the value model does not have a matching concept in the coordination model. It indicates grouping of value transfers that are exchanged in one business transaction between actors. In the given coordination model this relation is implicitly modelled in the sequence of messages that connects different messages being exchanged in one business transaction.

- **Value transfer versus Message transfer.** A value transfer in the value model represents the transfer of a valuable object from one partner to the other. Each value transfer corresponds to one or more message transfers in the coordination model since each value transfer also results in a message transfer in the given scenario. For example, the physical transfer of money for leasing a copier in the value model (cf. lease € in Figure 5.1), results in a message transfer confirming this payment (cf. lease € in Figure 5.2). However, there might be message transfers that do not have any economical value and, therefore, do not have a correspondence in the value model.

Semantic homogenization. The models in this chapter are built in such a way that they are semantically homogeneous by construction. For the interested reader, there exists an approach, designed by Zlatev et al. [120], to manage semantical differences between value and coordination models explicitly; Zlatev et al. also discusses granularity differences.

Pragmatic homogenization. Concerning pragmatic homogenization we consider five different aspects. Some of them are homogenized, while others are identified in the models (cf. Section 4.3, Step 2).

- **Focus.** The focus of both value and coordination model is a viewpoint one. Therefore, the models are homogeneous concerning their focus.

- **Perspective.** The perspectives of the models are different in the given case. The value model has a bird’s eye perspective, while the coordination model has a single actor perspective. This is a difference which we cannot homogenize since it is a
model characteristic. Therefore, we identify the difference in this step and deal with the heterogeneity in the management phase (cf. Section 5.9). Here, heterogeneity does not influence consistency in the following steps. For the interested reader, Bodenstaff et al. [21] discusses several examples where these differences influence consistency maintenance in value and coordination modelling.

- **Granularity.** The models are defined at the same level of granularity.

- **Time frame.** The time frame of the models is different. The value model considers a period of one year, while the coordination model is instance-based. As discussed in Section 4.3, this cannot be homogenized. Therefore, we handle this heterogeneity in later steps by comparing coordination and value models on a business transaction level (i.e., at an instance level). At runtime, the value model is considered for a period of time decided upon by the manager when comparing it with the event logs.

- **Property type.** The estimations modelled in the value model do not have a counterpart that is prescribed in the coordination model. For example, the estimated ratio between purchase and lease copiers is not present in the coordination model since the latter is an instance-based model. Therefore, these differences do not cause any problems in maintaining consistency, and are simply checked for consistency with the event log.

The main results of Step 2 are as follows:

- Non-valuable coordination model messages do not have a counterpart in the value model.
- Differences in perspective are identified.
- To overcome time frame differences, consistency checks between value and coordination model need to be performed at an instance level.
- Estimations in the value model are checked during runtime with the event log.

### 5.4 Step 3: Inter-model relation detection

In Steps 1 and 2 we analyze the value and coordination models to prepare them for comparison. In Step 3 we start with detecting relations between the given value and coordination model. These relations enable us to define consistency constraints between the models in Step 4.

To define these constraints for viewpoint models, first, their overlap needs to be identified. As discussed in Chapter 4 this means we first identify those parts value and coordination models have in common. We focus on the communication between actors and do not consider internal behavior. Therefore, we identify entities in the real world that
are exchanged between the actors and that are modelled in both value and coordination model. Figure 5.4 depicts these entities and shows which value and message transfers refer to them. For example, the value model depicts the transfer of money paid for leasing a copier, and the coordination model depicts a message transfer representing leasing a copier as well, i.e., both concepts refer to money paid for a lease. Further, money for service on the copier, money for purchasing a copier, lease copiers, and purchase copiers are modelled as concepts in both value and coordination model. Requests and contracts are only modelled in the coordination model, while maintenance is only modelled in the value model. Concepts referring to the same entity constitute overlapping parts between value and coordination models. Consequently, they are not independent.

After identifying the overlap between the two models with respect to the concepts, we analyze the type of relation they have. In this case, if a dependent concept (e.g., a lease copier) in the value model exists, the related concept (e.g., a lease copier) in the coordination model exists as well, and vice versa. There is no property dependency since concepts in the value model describe the property value, and concepts in the coordination model do not contain properties. Therefore, the value of a concept in the value model is not dependent on a message in the coordination model. As a result, overlapping parts have a symmetric existence dependency as depicted in Figure 5.5.

The main result of Step 3 is as follows:

- Identification of symmetric existence dependencies between transfers in value and coordination model.
5.5 Step 4: Inter-model consistency constraints

In Step 3 we identify inter-model relations. In Step 4, we now use these symmetric existence dependency relations to define inter-model consistency constraints.

In general, we consider two models as being consistent if they are contradiction-free. We consider value and coordination models to be consistent if they facilitate the same business transactions (e.g., one option for purchase and one for leasing a product). Furthermore, each business transaction needs to be facilitated in the same way (e.g., purchase over the internet versus purchase in a store). Therefore, the consistency constraint defined between value and coordination models should describe their relation on business transaction level and on transfer level.

5.5.1 Transfer level

The result of Step 3 is a set of interrelated concepts having a symmetric existence dependency (cf. Figure 5.5 where these relations are depicted). According to Step 4 of our method (see Section 4.4.2) every relation is translated into a corresponding constraint:

If concepts in set \( X \) of two or more concepts are symmetric existence dependent on each other, the corresponding constraint states: If \( x \in X \) exists, all concepts in \( X \) exist.

Here, each dependency is bilateral, i.e., set \( X \) contains two concepts. For example, for the symmetric existence dependency \( \text{Lease} \in \) in the value model and \( \text{Lease} \in \) in the coordination model (cf. Figure 5.5), the consistency constraint is formulated according to the above definition:

If and only if a concept for a lease payment (i.e., \( \text{Lease} \in \)) exists in the value model, also a concept for a lease payment (i.e., \( \text{Lease} \in \)) exists in the coordination model.

Since each of these consistency constraints describes a symmetric existence dependency relation between a concept with a value property in the value model and a concept describing a message transfer in the coordination model, it becomes possible to generalize over these constraints (cf. Step 4, Section 4.4.2). Here, the common denominator is that for each concept having a value property in the value model there should be some message transfer in the coordination model. However, not every message transfer in the coordination model results in a value transfer in the value model. For example, making a purchase or lease request is not associated with any value. In other words, the real-life entity to which the message refers (i.e., the email or web form request sent by the customer) does not have any monetary value. Therefore, we also state that for every message transfer in the coordination model that refers to an entity with a value property (i.e., a valuable message) there should be a value transfer in the value model as well.
5.5.2 Business transaction

There are two possible business transactions in the models, i.e., a copier is purchased or leased. Both transactions are associated with a set of value and message transfers that realize the business transaction.

In addition, we check whether the direction in which transfers occur is the same in both models. For example, if the value model describes money is paid by actor A to actor B, while the coordination model describes the matching message transfer indicating money is paid by actor B to actor A instead, these two models are not consistent with each other. Therefore, an additional constraint on each transfer is that issuer and recipient of the transfers should match. First, we state when we consider two sets to match:

Definition 1 (Match between value and coordination model). Sets match if

1. for each value transfer in the value model there exists a message transfer with matching issuer and recipient in the coordination model, and
2. for each valuable message in the coordination model there exists a value transfer with matching issuer and recipient in the value model.

We use the definition for matching sets to formulate our general consistency constraint:

Constraint 1 (Value and coordination model). (1) Each set of value transfers describing a business transaction in the value model has exactly one matching set (cf. Definition 1) of message transfers representing a business transaction in the coordination model, and (2) vice versa.

The set representing the business transaction of purchasing a copier in the value model, and the set representing this transaction in the coordination model of our running example, match. Also the elements in these sets match. For example, value transfer Purchase matches message transfer Purchase since both have the same issuer, recipient and name.

Also the set representing the business transaction of leasing a copier in the value model matches the set representing this transaction in the coordination model. However, the elements in these two sets do not match. More specifically, value transfer Maintenance should have a matching message transfer in the coordination model set.

This matching problem occurs due to the different purpose of value and coordination model. A value model captures everything that is of value for the actors. In this case, Maintenance (cf. Figure 5.1) is something of value for the customer. However, he only receives maintenance during execution of the contract, not when the contract is established. In the coordination model only the establishment of the lease contract is depicted, not how the contract is executed. Therefore, the coordination model does not show the actual maintenance of the copier. As a result, we detect this difference, but do not adapt the models. Therefore, we consider the value model from Figure 5.1 to be consistent with the coordination model from Figure 5.2 (i.e., Constraint 1 is met).
As discussed at the beginning of this chapter, we do not show how to check consistency for models that contain loops or back edges. Rather, we give a short impression on how to handle such cyclic structures. An overview is given in Figure 5.6 where consistency relations between value and coordination model are depicted. Aside from checking matching sets, average values in value models, and order of messages in coordination models, additional consistency constraints are required. In particular, constraints that check for matching number of occurrences of transfers, and for co-occurrence of business transactions are required. These constraints are checked by comparing models and event logs (cf. Figure 5.6). For example, when both payment of a product and its delivery are influenced by the same loop, it can be expected that both transfers occur the same number of times and this should be facilitated by both value and coordination model. Furthermore, if it is possible to order and purchase more than one copier in a single order, this results in a co-occurrence of business transactions. This co-occurrence should be facilitated in both value and coordination model (cf. Figure 5.6, set matching between value and coordination model). For the interested reader, a complete discussion on how to formulate such consistency constraints can be found in Bodenstaff et al. [20].

The main results of Step 4 are as follows:

- Definition of a consistency constraint between value and coordination model (cf. Constraint 1).
- Consistency checking between value and coordination model of our running example.

### 5.6 Step 5: Intra-model relation detection

In Step 3 we analyze inter-model relations to create a basis for defining consistency constraints between value and coordination model. In Step 5 we now analyze existing intra-model dependencies between concepts. This enables us to define in Step 6 intra-model consistency constraints.
CHAPTER 5. MANAGING DEPENDENCY RELATIONS: BUSINESS AND COORDINATION MODELS

5.6.1 Value model

For the value model it holds that the different concepts are connected through dotted and solid lines (cf. Figure 5.1). Both dotted and solid line depict one business transaction. Each business transaction involves all connected transfers. The latter means that if one transfer occurs, all connected transfers should occur as well. This indicates a symmetric existence dependency between the concepts of each business transaction (cf. left part of Figure 5.7).

5.6.2 Coordination model

For the coordination model it holds that the different concepts are connected through sequence and message flows (cf. Figure 5.2). Again, there are two possible business transactions, depending on whether a customer wants to purchase or lease a copier. Both business transactions involve interconnected transfers that occur one after the other, i.e., there exists an order between them. This indicates an asymmetric existence dependency between the concepts of each business transaction (cf. right part of Figure 5.7).

The main results of Step 5 are the following:

- Identification of the symmetric existence dependency between transfers in the value model.
- Identification of the asymmetric existence dependency between transfers in the coordination model.

5.7 Step 6: Intra-model consistency constraints

In Step 6 we explicate intra-model consistency constraints, using the identified dependency relations from Step 5. These constraints enable consistency checking of the models with the running system. As discussed in Step 5 of Section 4.5, intra-model consistency
5.7. STEP 6: INTRA-MODEL CONSISTENCY CONSTRAINTS

Constraints are (1) based on identified intra-model dependency relations, and (2) on model characteristics. Here, we first discuss consistency constraints on the value model after which we discuss consistency constraints on the coordination model.

The intra-model consistency constraints ensure the model describes the inter-organizational cooperation properly. These constraints hold if at runtime the behavior of the system is the same as the behavior captured in the model. We check this by gathering information from event logs that describe the behavior of the actors, and compare this with the models. Therefore, intra-model consistency constraints are defined using event logs. Again, we consider models on both business transaction and on transfer level.

5.7.1 Value model

We consider a value model to be consistent with the inter-organizational cooperation if the business transactions described by the value model (e.g., leasing and purchasing a copier) are used in the cooperation (i.e., customers indeed purchase and lease copiers), and if each business transaction executed in the cooperation is also described by the value model (e.g., there are no second hand copiers sold since this is not described in the value model). Furthermore, each business transaction is facilitated in the same way in the value model and in real life (e.g., purchase over the internet versus purchase in a store). Therefore, the consistency constraint defined between model and event log should describe their relation on both business transaction and transfer level.

Transfer level. In Step 5 we identify that all intra-model dependency relations are symmetric existence dependency relations (cf. value viewpoint in Figure 5.7). According to our method, each of these relations is translated into a consistency constraint (cf. Section 4.4.2):

If concepts in set \( X \) of two or more concepts are symmetric existence dependent on each other, the corresponding constraint states: If \( x \in X \) exists, all concepts in \( X \) exist.

Here, set \( X \) consists of the set of concepts for purchasing a copier or of the set of concepts for leasing one (cf. value viewpoint in Figure 5.7). For example, for purchasing a copier concepts \( \text{Purchase C} \) and \( \text{Copier P} \) have a symmetric existence dependency and their consistency constraint is formulated according to the above definition:

If and only if a concept for \( \text{Purchase C} \) exists in the value model, also a concept for \( \text{Copier P} \) exists.

Each of these intra-model consistency constraints describes a symmetric existence dependency. Therefore, it is possible to generalize over these constraints and to define one general intra-model consistency constraint describing this relation. Through transitivity we conclude that all value transfers in a business transaction depend on each other for existence. In other words, if one value transfer of a business transaction occurs, also the
other transfers occur. For example, if the event log shows evidence that lease money is paid by the customer (i.e., Lease $e$ in Figure 5.7), there should be evidence of service money paid by the customer (Service $e$), delivery of a copier by the company (Copier $L$), and maintenance performed on the leased copier (Maintenance). As a result of this transitivity relation between concepts in one business transaction, we generalize these constraints into one constraint for each *business transaction* (i.e., one for purchasing and one for leasing a copier).

**Business transaction level.** Furthermore, each business transaction in the event log should match one of these business transactions in the value model (e.g., each business transaction in the event log needs to be a purchase or lease transaction). In addition, each business transaction in the value model has to occur at least once in the event log. If, for example, no purchases are made by the customers, but only lease transactions occur, we do not consider this to be consistent with the value model.

In addition to the existence of value transfers and business transactions, transfers are also required to be exchanged between the same actors. For example, when a copier is purchased, it needs to be purchased *by a customer from the copier company*. In other words, *issuer* and *recipient* of transfers captured in value model and event log need to match. First we state when two sets match:

**Definition 2** (Match: value model - event log). *Sets match if:*

- for each value transfer in the value model there exists an entry with matching issuer and recipient in the event log, and
- for each valuable entry in the event log there exists a value transfer with matching issuer and recipient in the value model.

Now, we define the *general intra-model consistency constraint* for the value model:

**Constraint 2** (Business transaction, value model). *The value model is intra-model consistent if:*

1. Each set (representing one business transaction) in the event log matches a set of value transfers representing a business transaction in the value model for the specified time frame.
2. Each business transaction in the value model occurs as business transaction in the event log for the specified time frame.

This constraint is graphically represented in Figure 5.8 where event log entries for one business transaction of *purchasing a copier* are depicted. These entries are checked for consistency with the value model by matching *value transfers* in the event log with those of the value model. Here, the two required value transfers ($Purchase$ $e$ and $Copier$ $P$) are present in the event log.

In addition to the general consistency constraint, we define *model-specific* constraints. Since the value model denotes financial benefits of the cooperation over a specified period
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of time, we also check whether estimated profits are achieved. This is done by checking whether the number of transfers and their values are equal to the estimations (cf. Table 5.1).

Constraint 3 (Number of occurrences). For each business transaction in the value model the estimated number of occurrences is the same as the realized number of business transactions in the event log during the specified time frame.

Constraint 4 (Average value). The estimated average value of the transfers in each business transaction of the value model is the same as the realized average value of this transfer in the event log for the specified time frame.

5.7.2 Coordination model

In analogy to the value model, we consider a coordination model to be consistent with the inter-organizational cooperation if the business transactions described by the coordination model are used in the cooperation, and if each business transaction executed in the cooperation is also described in the coordination model. Furthermore, each business transaction is facilitated in the same way in the coordination model and in real life. Therefore, the consistency constraint defined between model and event log should describe their relation on both business transaction and transfer level.

Transfer level. In Step 5 we conclude all intra-model dependency relations are asymmetric existence dependency relations. Each of these relations is translated into a consistency constraint (cf. Section 4.4.2):

If concept \( x \) is asymmetric existence dependent on set \( Y \) of one or more concepts, the constraint states: If \( x \) exists, \( Y \) exists.

In this coordination model all dependency relations are bilateral, i.e., they exist between two concepts. One such constraint now states:

Figure 5.8: Example case: Intra-model consistency constraints
If a concept for purchasing a copier exists in the coordination model, a concept for receiving a copier exists as well.

Each intra-model consistency constraint describes an asymmetric existence dependency. Therefore, it is possible to generalize over constraints and to define one general intra-model constraint. In this case, connected transfers are acyclic, directed graphs (cf. Figure 5.7 where both business transactions form a tree).

**Business transaction level.** Furthermore, each business transaction in the event log should match one of the business transactions in the coordination model and each business transaction in the coordination model has to occur at least once in the event log.

In addition to the existence of message transfers and business transactions, the transfers are required to be exchanged between the same actors as well. For example, when a copier is purchased, it needs to be purchased by a customer from the copier company. In other words, issuer and recipient of transfers need to match. First, we state when two sets match:

**Definition 3** (Match: coordination model - event log). Sets match if

- for each message transfer in the coordination model there exists an entry with matching issuer and recipient in the event log, and
- for each message in the event log there exists a value transfer with matching issuer and recipient in the coordination model.

Now, we define the general intra-model consistency constraint using Definition 3 for the coordination model:

**Constraint 5** (Business transaction, coordination model). The coordination model is intra-model consistent if:

1. Each set (representing one business transaction) in the event log matches a set of messages representing a business transaction in the coordination model for the specified time frame.
2. Each business transaction in the coordination model occurs as business transaction in the event log for the specified time frame.

We illustrate this constraint in Figure 5.8 where event log entries for one business transaction of purchasing a copier are represented. These entries are checked for consistency with the coordination model by matching message transfers in the event log with those in the coordination model. Here, the required message transfers are present in the event log.

In addition to this general consistency constraint, a model-specific constraint is formulated as well. Since the coordination model explicates in which order messages are to be exchanged, it is checked whether this prescribed order matches the order of entries in the event log. For example, when purchasing a copier, money is paid before the copier is
Constraint 6 (Ordering). In each business transaction of the event log messages are ordered as prescribed in the coordination model for the specified time frame.

This constraint is illustrated in Figure 5.8 where event log entries for one business transaction of purchasing a copier are represented. The order of these entries is checked for consistency with the predefined order in the coordination model by matching times-tamps. Here, the event log shows the copier is delivered prior to payment. This is inconsistent with the predefined order in the coordination model. In other words, Constraint 6 is violated. Main results of Step 6 are the following:

- Defining intra-model consistency constraints for the value model, and
- Defining intra-model consistency constraints for the coordination model.

5.8 Step 7: Dependency analysis

In the previous steps we identify consistency constraints between models and event log, i.e., we define inter- and intra-model consistency constraints (cf. Figure 5.6). In this step we translate all necessary model parts into a language-independent notation to enable easy checking of consistency constraints.

By representing dependencies in and between the models independent from any formalism, we are able to handle different notations used in different models. Here, we use sets and tuples for representation and refer to these representations as abstractions of the models. Each business transaction is represented as a set containing tuples, and each tuple represents a value transfer, message transfer, or event log entry. In addition, the use of sets and tuples enables us to define more formal constraints for checking consistency. More specifically, it enables us to redefine constraints from Steps 4 and 6 in matching sets and tuples. Here, we start with abstracting necessary information in the models into sets and tuples after which we discuss formalization of different consistency constraints.

5.8.1 Value model abstraction

In the value model we abstract from information that has no overlap with the coordination model and that is no part of any intra-model consistency constraint. In other words, we only capture these parts of the value model needed to check intra- and inter-model consistency constraints. Essential in these consistency constraints are transfers between actors, properties of these transfers, and inter-transfer relations.

In Figure 5.1 the highlighted grey areas depict the two possible business transactions. The value transfers are important in the overlap between value model and coordination.
model. Furthermore, intra-model consistency constraints check the number of value transfers and their value.

A value transfer in a value model has an issuer, recipient, unique name, estimated average value, and estimation on the number of occurrences, which we represent as quintuple $x=(a,b,c,d,e)$ where $issuer(x)=a$, $recipient(x)=b$ $name(x)=c$, $value(x)=d$ and $occurrences(x)=e$. For example, in Table 5.1 value transfer $Copier\, P$ is expected to be issued by the copier company (represented as: cc), to be received by the customer (represented as: c), to have an average value of 7500 €, and to occur 24 times. This is represented as: $Copier\, P=(cc,c,copierp,7500,24)$.

These quintuples capture the information for the inter-model consistency constraints, i.e., they contain the different value transfers. Furthermore, they capture the information for the intra-model consistency constraints, i.e., they contain both expected number of occurrences and expected value. As a last part, we group different tuples into sets, where each set describes one business transaction.

As a result, the abstraction of the value model from Figure 5.1 contains two sets (the two grey areas) as well as the values and number of occurrences in Table 5.1:

$$
\mathcal{V} = \{(c,cc,lease,1200,48),(cc,c,copierl,1200,48),
(c,cc,service,700,48),(cc,c,maintenance,700,48)\},
\{(c,cc,purchase,7500,24),(cc,c,copierp,7500,24)\}
$$

### 5.8.2 Coordination model abstraction

The abstraction of the coordination model captures the overlap with the value model (i.e., those model parts used for inter-model consistency constraints), and those model parts that are used for the intra-model consistency constraint. Therefore, the abstraction captures message transfers between actors, the order in which these transfers occur, and inter-transfer relations.

We use sets of message transfers performed in a single business transaction to represent the coordination model (see highlighted grey areas in Figure 5.2). A message transfer is represented by issuer, recipient, and unique name as triplet $x=(issuer,recipient,name)$. For example, message transfer $copier\, p$ in Figure 5.2 is represented as $(cc,c,copierp)$ with $issuer(Copier\, P)=cc$, $recipient(Copier\, P)=c$, and $name(Copier\, P)=copierp$. Furthermore, a strict partial order ‘$<$’ is defined between messages based on the order in which they occur in the coordination model.

The triplets capture the information for the inter-model consistency constraints, i.e., they contain the different message transfers. Furthermore, they capture information for the intra-model consistency constraint, i.e., they contain the order in which messages should occur. As a last part, we group the different tuples into sets, where each set describes one business transaction. As a result, the abstraction of the coordination model from Figure 5.2 contains two sets (the two grey areas) as well as a strict partial order:
5.8.3 Formalization of constraints

In Steps 4 and 6 we define intra- and inter-model consistency constraints. These constraints are expressed in natural language. In Step 7, so far, we define abstractions of models and event log based on these constraints. Based on formalization of the models, it is possible to formalize constraints. We demonstrate this for the inter-model consistency constraint between value and coordination model. We use the definition of matching sets (cf. Definition 1 page 80) to formulate this consistency constraint (cf. Constraint 1 page 80). To check whether abstractions of models are semantically equal (i.e., represent the same sets of transfers) we need to match:

1. **business transactions**: check whether value and coordination model offer the same business transactions, i.e., whether the sets in their formal models match, and

2. **concepts**: check whether the concepts in the business transactions match, i.e., whether the elements in the sets representing value and coordination model match with each other.

For example, we check whether value and coordination model both describe purchasing and leasing a copier, i.e., we check whether the sets representing the models match. Furthermore, we check whether the transfers that are prescribed by the value model and coordination model for these business transactions match with each other, i.e., we check whether elements in the sets of the different models match with each other.

Definition 1 that matches business transactions as well as transfers between the actors, is formalized in two different definitions. First, a formal definition for matching the transfers is given. Two concepts (e.g., value and message transfer) **match** if they have the same issuer, recipient, and name. In the abstraction, concepts are represented as elements in sets:

**Definition 4** (Matching elements). Let x and y be elements of a set. Then x and y are matching elements (match(x,y)) iff:

1. issuer(x)=issuer(y),

2. recipient(x)=recipient(y), and

3. name(x)=name(y).
Second, a formal definition for matching business transactions is formulated. Two business transactions match if they facilitate the same exchanges between actors (i.e., the elements in the sets match). A business transaction is represented as set in the abstraction:

**Definition 5 (Matching sets).** Sets $M$ and $N$ match ($M \equiv N$) iff

1. $\forall x \exists! y (x \in M \land y \in N \land \text{match}(x, y))$, and
2. $\forall y \exists! x (y \in N \land x \in M \land \text{match}(x, y))$.

In both formal definitions, sets and elements are used to capture the notions of business transactions and concepts, respectively. Constraint 1 defined in Step 3 states that each business transaction in the value model should have a matching business transaction in the coordination model, and vice versa. To formalize this part of the constraint, we define mapping business transactions in the value model to business transactions in the coordination model, and vice versa:

**Definition 6 (Mapping).** Let set $\mathcal{V}$ and $\mathcal{W}$ be abstractions of value and coordination model. Then there exists a mapping $\nu : \mathcal{V} \to \mathcal{W}$ if:

1. $\forall M \exists! N (M \in \mathcal{V} \land N \in \mathcal{W} \land N \equiv M)$, and
2. $\forall N \exists! M (N \in \mathcal{W} \land M \in \mathcal{V} \land M \equiv N)$.

Based on these definitions, we formalize Constraint 1. If there exists a mapping from one model to the other, the inter-model consistency constraint is satisfied:

**Constraint 7 (Value and coordination model - formal -).** Let set $\mathcal{V}$ and $\mathcal{W}$ be abstractions of value and coordination model. Then these models are inter-model consistent iff there exists a mapping $\nu : \mathcal{V} \to \mathcal{W}$.

The main results of Step 7 are the following:

- Formalization of value model parts for checking consistency,
- Formalization of coordination model parts for checking consistency, and
- Formalization of the inter-model consistency constraint.

### 5.9 Step 8: Log analysis

In the previous steps we analyze the models, define consistency constraints, and formalize these parts of the models necessary to check consistency. In Step 8 we demonstrate how we analyze event logs to check consistency constraints at runtime as well.

The event log contains information exchanged between actors in the cooperation. The abstraction of the event log captures these messages necessary to check intra-model consistency constraints of both value and coordination model. Therefore, the abstraction
contains all message transfers needed for coordinating the cooperation and all message transfers containing some value. In addition, we capture the order of these transfers, their value, their number of occurrences, and the inter-transfer relations.

Each set in the abstraction contains entries performed in a single business transaction. Each entry in an event log is represented as timestamp, issuer, recipient, unique name, and specific value. For example, entry Service in transfer copier payment (cf. Figure 5.3) is represented as: (3, c, cc, service, 700). We use a simplified notation for timestamps; a higher integer indicates a later point in time. The following example shows the set abstraction of an event log for one month.

$$\mathcal{E} = \{(1, c, cc, request, 0), (2, cc, c, offer, 0), (3, c, cc, lease, 1200), (4, cc, c, copierl, 1200), (3, c, cc, service, 700)\},$$
$$\{(5, c, cc, request, 0), (6, cc, c, offer, 0), (7, c, cc, lease, 1400), (8, cc, c, copierl, 1400), (7, c, cc, service, 700)\},$$
$$\{(9, c, cc, request, 0), (10, cc, c, offer, 0), (11, c, cc, purchase, 6000), (14, cc, c, copierp, 6000)\},$$
$$\{(15, c, cc, request, 0), (16, cc, c, offer, 0), (17, c, cc, lease, 2500), (20, cc, c, copierl, 2500), (17, c, cc, service, 1000)\},$$
$$\{(19, c, cc, request, 0), (20, cc, c, offer, 0), (21, c, cc, purchase, 10000), (24, cc, c, copierp, 10000)\},$$
$$\{(25, c, cc, request, 0), (26, cc, c, offer, 0), (27, c, cc, lease, 1000), (28, cc, c, copierl, 10000), (27, c, cc, service, 700)\}\}

A formalization of the intra-model consistency constraints (as discussed in Step 7 for the inter-model consistency constraint) is described in Bodenstaff et al. [20]. Since the aim of this thesis is to show applicability of the method for managing inter-organizational cooperations, describing the formalization of the intra-model consistency constraints is out of scope.

After formalizing the event log, it is possible to check intra-model consistency constraints for both value and coordination model:

**Value model.** Each business transaction in event log $\mathcal{E}$ is a realization of a business transaction in value model $\mathcal{V}$ (cf. Constraint 2). Each valuable entry in the event log matches a value transfer in the value model. Again, we disregard value transfer maintenance since this is not part of the contract establishment, but of the execution phase. Furthermore, both business transactions modelled in the value model are present in the event log. Also, the number of occurrences should be equal to estimations in the value model (cf. Constraint 3). Estimations in the value model are for one year, while event log $\mathcal{E}$ represents activities over one month. Therefore, we divide the estimated number of occurrences by twelve. For example, the realized number of Purchase transfers in the event log is 2 and the estimated number of occurrences Purchase in the value model is $24_{\frac{1}{12}} = 2$. Furthermore, realized average value should be equal to the estimated average value (cf. Constraint 4). For example, realized average value of Purchase is $\frac{6000}{2} + \frac{10000}{2} = 8000$ euro and therefore, not equal to estimated average value in the
value model of 7500 euro. Therefore, value model and event log are not consistent at September 15, 2007.

**Coordination model.** To check consistency between event log $E$ and coordination model $W$, we check both constraints. Each business transaction in the event log matches a set in the abstraction of the coordination model (cf. Constraint 5). Each entry in the event log matches a message transfer in the coordination model. For example, event log entry 
\[
\{(1,c,cc,\text{request},0),(2,cc,c,\text{offer},0),(3,c,cc,\text{lease},1200), (4,cc,c,\text{copierl},1200),(3,c,cc,\text{service},700)\}
\]
matches 
\[
\{(c,cc,\text{request}),(cc,c,\text{offer}),(c,cc,\text{lease}),(cc,c,\text{copierl}),(c,cc,\text{service})\}.
\]
Furthermore, the order of messages in the coordination model should be equal to the order in the event log (cf. Constraint 6). The coordination model prescribes payments have to occur before delivery. This is the case regarding this example. Event log and coordination model are consistent since both constraints are met.

### 5.10 Step 9: Causal analysis

In the previous steps we define consistency constraints between models and event log which we check as well. After checking the consistency constraints, it is now possible to do causal analysis of reasons for inconsistencies. In Step 9, we prepare actual management of models through causal analysis. The aim is (1) to find causes for violations of the consistency constraints, and (2) to predict consequences when adapting models to regain consistency. By identifying causes we enable adaptation of the models so that inconsistencies are solved, preferably without introducing new ones.

For this, we first discuss what causes exist for violated constraints. Second, we discuss possible changes to restore consistency between the models. Third, we link causes for violations to changes in the models. We indicate which causes can be solved by which changes in the models. We conclude with some theorems and proofs that demonstrate the relation between coordination and value model using the causal analysis.

#### 5.10.1 Causes

An intra-model constraint violation of a value or coordination model is an inconsistency between running system and model (cf. Constraints 2, 3, 4, 5, and 6). A corresponding categorization of these causes is depicted in Table 5.2. Of course, causes can appear simultaneously.

**Cause 1.** There is a set in the event log abstraction that does not match any set in value or coordination model abstraction. There is a business transaction executed at runtime and not modelled (cf. Constraint 2, (1) and Constraint 5, (1)). This situation occurs if:

(a) A combination of transfers is missing. For example, consider an event log containing entries of leasing two copiers with only one maintenance contract. These entries will not match with a set in the value model abstraction where each copier has its own maintenance contract.
### 5.10.2 Changes

In the previous subsection we identify *causes* for inconsistencies. In this section we review which *changes* in the models restore consistency. To maintain consistency between running system and models, changes might become necessary. For example, if the event log shows a lower number of sales than expected it makes sense to adapt estimations in the value model, or to change implementation to enforce more sales. Handling *impact* of changes within one model on inter-model relations for complex cooperations is tedious work. Each consistency relation a changed model has with other models, must be reevaluated and, if necessary, be updated.

To enable more efficient and structured checking and maintenance of consistency, we propose determining *upfront* effects certain changes have. In this way, a well-informed decision on the type of change can be made. Furthermore, it is possible to oversee which other relations are affected. We demonstrate our approach by illustrating how to catego-
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**Figure 5.9: Same class models**

**Figure 5.10: Observable changes**

...rize changes in value and coordination models (cf. Table 5.3).

**Change 1. Non-observable changes** in a model do not influence the abstraction of the model, i.e., the change does not influence the possible business transactions. There exist two ways for applying non-observable changes:

(i) Typically, there is more than one way to structure a model while preserving the same possible business transactions. For example, though Model 1 and Model 2 in Figure 5.9 are different, they facilitate the same transactions since abstractions of M1 and M2 are equal. Since a change from Model 1 to Model 2 does not change the possible business transactions, we refer to this as non-observable change.

(ii) The other way is to change part of the model with no connection to the abstraction. For example, changing choice 'lease or buy?' in Figure 5.2 into 'sufficient money or not?' does not influence the abstraction of the model since it is not a message transfer.

Depending on the type of model, also several categories of observable changes are identified (cf. Table 5.3):

**Change 2. Observable structural changes** add or remove (part of) a business transaction by adding or removing constructs (e.g. XOR-splits and transfers) while preserving a valid model. Figure 5.10 depicts three observable structural changes represented as e-value model. Model M with set \{(A,B), (C)} is the original model of our running example. However, we rename transfers for the sake of simplicity. Models M', M'', and M''' are adapted models of M where (sets of) transfers are removed or added.

Other observable changes are model-specific. Changes in the estimated number of occurrences (Change 3 in Table 5.3) and in the estimated average value of a transfer (Change
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<table>
<thead>
<tr>
<th>Type</th>
<th>Subtype</th>
<th>Change</th>
<th>VM</th>
<th>CM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-observable</td>
<td>Change 1</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Observable</td>
<td>Structural</td>
<td>Change 2</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td># Occurrences</td>
<td>Change 3</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Average value</td>
<td>Change 4</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Message order</td>
<td>Change 5</td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3: Categorization of model changes

4) are value model-specific. Changes in the order of messages (Change 5) are coordination model-specific. In general, model-specific changes are related to these parts of the abstraction which are not captured by observable structural change. By going through the abstraction and addressing each part not influenced by an observable structural change, model-specific changes are identified.

**Change 3.** An observable change in the number of occurrences is achieved by adapting the last element of a quintuple (i.e., number of occurrences). For example, Model 1 in Figure 5.9 represents a single actor with 2 customer needs. Adapting this from 2 to 4 results in doubling the last element in the quintuple from 1 to 2.

**Change 4.** An observable change in average value indicates the fourth element of a quintuple (i.e., the average value) is changed. As opposed to Change 3 the average value is not the result of other estimations, but of combining information outside the model. For example, information on production costs determine, partially, the average value of a product.

**Change 5.** An observable change in the order reorganizes exchanges when they occur. Here, the coordination model depicts payment before delivery. The copier company might decide to deliver prior to payment as service to its customers. Changing this order does not affect other parts of the abstraction, it only affects the strict partial order.

Based on this categorization of changes, we show that a non-observable change has different properties compared to an observable change:

We refer to models with the same functionality, i.e., facilitating the same business transactions, as models that belong to the same class (like Model 1 and Model 2):

**Definition 7** (Class). Let sets $\mathcal{V}$ and $\mathcal{W}$ be value model abstractions. Then these models belong to the same class if there exists a mapping from $\mathcal{V}$ to $\mathcal{W}$ according to Constraint 7 page 90.

As opposed to non-observable changes, observable changes change the possible business transactions. As a consequence, we state that observable changes change the class of the model:

**Lemma 1** (Observable Structural Change). An observable structural change in a model changes its class.

**Proof:** According to Definition 6, there exists a mapping between two abstractions if their sets match (cf. Definition 5). If there exists a mapping, they belong to the same
5.10.3 Causal analysis

The causal analysis consists of two parts. (1) We analyze possible causes for violations. For this, we apply the cause categorization from Section 5.10.1 and use the asymmetric intra-model dependencies to find the cause of an inconsistency. (2) Further, we determine which changes solve the inconsistency and what the consequences are for other constraints when applying this change.

**Causes.** As discussed in Step 9 of Chapter 4, a causal analysis can be done for asymmetric dependency relations. The intra-model dependencies in the value model are symmetric and those of the coordination model are asymmetric (cf. Figure 5.7).

As a consequence, if there is a transfer modelled in the value model that is inconsistent with the coordination model or event log, it is not possible to analyze whether another transfer caused this problem. The reason for this is that it is not modelled whether one value transfer causes the existence of another, but merely that several transfers occur in one transaction (hence the symmetric dependency relation). Furthermore, if a message transfer in the coordination model is inconsistent with value model or event log, it is possible to analyze whether there are problems earlier in the chain that causes this inconsistency. The reason for this is that the order in which messages are expected to occur is modelled in the coordination model (hence the asymmetric dependency relation).

Consider the example from Figure 5.11 where one business transaction of the coordination model is represented (cf. Figure 5.7), and an event log entry that contains messages purchase and copier $P$, but apparently misses the original request $P$ and offer $P$ messages. Using the causal analysis of the asymmetric dependency relation we determine that the cause of the nonexistence of message offer $P$ is most probably the nonexistence of message request $P$. In other words, a customer bought a copier without a written request and offer. Solving this inconsistency might be done by either allowing purchase and delivery of copiers without a written request and offer (i.e., add a business transaction to the coordination model), or by changing the implementation in such a way that sending products without an official offer is not possible anymore.

**Changes.** In Section 5.9 an inconsistency between value model and event log is detected. Estimated average value of a copier is 8000 € while data in the event log show 7500 €, i.e., a violation of Constraint 4. As discussed, it is not possible to analyze what caused this violation. However, we provide possible changes to the value model and predict effects resulting from these changes.
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We identify which changes affect which constraints (cf. Figure 5.12). In general, we determine for each type of model change (cf. Table 5.3) which constraints are affected. Each change affects a specific part of the abstraction of a model (e.g., changing the estimated average value of a transfer affects the fourth element of the quintuple representing that transfer in the value model abstraction (cf. Change 4)). This specific part of the abstraction appears in one or more consistency constraints. For example, the fourth element of a value model tuple (i.e., estimated average value) is part of Constraint 4. Figure 5.12 depicts these relations graphically by pointing an arrow from each type of change to the constraints it affects. Here, we see that in the example case there is one possible type of model adaptation to solve the inconsistency in Constraint 4, namely type Change 4.

In complex models, constraint violations might be solved by applying multiple types of changes (e.g., a problem with Constraint 1 can be solved by changing the value model using type Change 2a or 2b, or by changing the coordination model using type Change 2a or 2c). However, each type of change might affect more than one constraint (e.g. value model Change 2a and 2b affect Constraints 1 and 2). Visualizing these complex relations enables the user to determine the most suitable type of change for a specific constraint violation. The most suitable one is the change having the least negative effects on other not-violated constraints.

### 5.10.4 Minimize the number of changes: Theorem and proof

We aim at maintaining consistency while minimizing changes in the models, and without introducing new inconsistencies. We assume the implementation is based on inter-model consistent value and coordination models (cf. Constraint 7). We then show the following: If the coordination model is intra-model consistent (cf. Constraint 5 and 6), maintaining intra-model consistency for the value model (cf. Constraint 2, 3, and 4) can be achieved without structural changes (Change 2) and without introducing new inconsistencies. The advantage is that Changes 3, 4, and 5 each affect only one constraint, and therefore minimize the number of required changes for introducing new inconsistencies.
We use definitions and categorizations from previous sections.

**Lemma 2.** Assume the coordination model is intra-model consistent. Assume further inter-model consistency. Then there is always a mapping between the abstraction of the event log and the abstraction of the value model.

**Proof:** If there is no mapping there must either be a set in the event log not present in the value model (Constraint 2 (1)), or there is a set in the value model not present in the event log (Constraint 2 (2)).

Violation of (1) means the set in the event log has to be an occurrence of a set in the coordination model due to intra-model consistency of the coordination model (Constraint 5). This set in the coordination model must have a matching set in the value model because of inter-model consistency (Constraint 7). However, the set in the coordination model is an occurrence of this set in the value model \( \perp \).

Violation of (2) means this set in the value model has to match a set in the coordination model due to inter-model consistency (cf. Constraint 7). Due to intra-model consistency of the coordination model this set must have an occurrence in the event log (cf. Constraint 5). If this set has an occurrence in the event log it will be an occurrence of the value model. However, this contradicts our initial assumption \( \perp \). \( \square \)

**Lemma 3.** Assume the coordination model is intra-model consistent. Assume further inter-model consistency. Then it is always possible to resolve intra-model inconsistency.
of the value model by adapting the value model with an observable non-structural change (Change 3 or 4).

Proof: If the coordination model is intra-model consistent, there is a mapping between event log and value model (cf. Lemma 2). If there is a mapping and an intra-model inconsistency of the value model, this is due to Cause 3 (i.e., a mismatch in the estimated number of occurrences) or due to Cause 4 (i.e., a mismatch in the average value of a transfer) (Table 5.2). By transitivity, if the coordination model is intra-model consistent, intra-model inconsistency of the value model can be solved through an observable non-structural change.

Lemma 4. An observable non-structural change in the value model does not influence inter-model consistency between value and coordination model.

Proof: If an observable non-structural change had influenced inter-model consistency, it would influence the mapping between the abstractions of value model and coordination model (Constraint 7). To influence this mapping, a non-structural change would have to add or remove a set from the abstraction of value or coordination model (Constraint 6). A non-structural change (cf. Change 3 or Change 4 in Table 5.3) only adapts values of elements in a quintuple and never influences sets. Therefore, a non-structural change never influences inter-model consistency.

Using the results from Lemmas 2 - 4 we can now prove Theorem 1.

Theorem 1. Assume that the coordination model is intra-model consistent and that value and coordination model are inter-model consistent. Then it is possible to solve intra-model inconsistencies of the value model while preserving inter-model consistency between value and coordination model.

Proof: If assuming intra-model consistency for the coordination model, and inter-model consistency, there is always a mapping from the value model to the event log (see Lemma 2). Intra-model inconsistency of the value model can then be solved through an observable, non-structural change (e.g., Change 3 or 4) (see Lemma 3). An observable non-structural change does not influence inter-model consistency (see Lemma 4). By transitivity: If coordination model is intra-model consistent, intra-model consistency of the value model can be solved without influencing inter-model consistency.

By constructing such proofs, some possible changes are not considered when attempting to regain consistency. By ruling out necessity of certain changes, the process of adapting models to regain consistency becomes more efficient. Furthermore, investigating formal properties improves our understanding of relations between value model, coordination model and event log.

5.11 Related work on value and coordination models

Checking consistency. Several approaches for ensuring consistency between different models at operational level exist. For example, Business Process Intelligence (BPI) aims
at supporting business and its users in managing process execution quality. Grigori et al. [59] acknowledge the importance of inter-model alignment. Recently efforts are made to focus on the analysis of costs related to the use of BPI [84]. Here, Mutschler et al. introduce two cost models. One model analyzes the Total Cost of Ownership, while the other one analyzes the impact of BPI on Software Development Efforts. Although in BPI quantifications are made and data is related to process models, BPI focuses on execution quality and not on the overall performance of the cooperation. Another example is the Astro-project [65] where business requirements and business processes are integrated into one method to enable flexibility. Formal verification of, for example, consistency within the method can be checked.

A well known approach for assessing business models is using Key Performance Indicators (KPIs). In respective approaches, KPIs are chosen as evaluation criteria for business models. In Giaglis et al. [54] KPIs are used to overcome the problem of measuring a priori the benefits of E-Commerce investments. The e-business is assessed by business process simulation where users can experiment with different configurations. The resulting simulated values of the KPIs are compared with the estimated values in the process models. A business decision is made based on this comparison. In our mechanism, the profitability evaluation criterium can be considered a KPI.

Another approach is forecast modelling where a prediction on future behavior is made based on current available data. These models are used for decision making. In Zhao et al. [119] decisions on cooperative investments are supported using forecasting models. Here, also simulation models are used for selecting proper forecasting models. However, these approaches do not provide a business view on the dependencies of measured values. Furthermore, these approaches do estimations on the future rather than representing observed behavior.

Another mechanism for adapting models during runtime is the use of reflection. Greenwood et al. [58], for example, separate representation and enactment domains which relates to our separation of design time and runtime environments. Their approach supports ongoing transformations between both domains. The use of reflection allows generation of new programs by another running program. This allows users to add new processes to a running program. In Edmond et al. [43] reflection is applied for reusing, extending and customizing current processes. While these reflection-based approaches focus on evolution of processes, they disregard monitoring the business from a value viewpoint.

Consistency through construction. Besides checking consistency between different models, there exist constructive approaches guaranteeing consistency of the model derived from another model. For example, in Andersson et al. [6] an approach is proposed to use an intermediate model as a bridge between a business model and a process model. The approach is based on identifying tasks needed to accomplish the consumer need and to derive the interdependencies of these tasks. Anderssson et al. [7] propose a chaining method to derive from a business model a corresponding process model.

Another approach is suggested by Koehler et al. [69] who proposes a pattern based approach to come from a business process model to a consistent implementation. Model
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checking techniques are used to automatically verify consistency. However, these constructive approaches focus mainly on inter-model consistency.

It is a big challenge in process management to support the modelling, monitoring and maintenance of the relations between the different sub-processes [82, 83]. In this context Müller et al. consider consistency between data and process structures. Their COREPRO framework provides mechanisms for maintaining data-driven process structures.

In this thesis we discuss checking consistency between value and coordination models. However, there also exists work on ensuring consistency between value and coordination models. For example, Wieringa et al. [114] describe a method for constructing physical delivery models that describe the exchanges between partners in the real world. These delivery models close the gap between value and coordination model and show in this way how they are related.

Value modelling. Although value modelling for business models is getting more popular, modelling with a focus on value creation is used in other disciplines as well. For example, in value based software engineering the focus is on value creation through software development. Here, the importance of linking value models and software design is recognized. Sullivan et al. [106] propose to use real options to link value and software design. Boehm et al. [28, 27] develop a roadmap to add the concept of value creation to modelling techniques and decision making related to software development. Furthermore, they also acknowledge the challenge of relating technical models with value creation.

5.12 Summary

In this chapter we apply our method for managing dependency relations between models for inter-organizational cooperations (cf. Chapter 4) to value and coordination modelling. We show how to apply the different steps. Furthermore, we demonstrate that when using this method it is possible to formalize different consistency constraints so that formal properties of the models can be identified (cf. Section 5.10.4) and their implementation is more straightforward. This case is illustrated with the use of a running example. Later, in Section 10.3 we discuss the lessons learnt from applying our MaDe4IC method for managing dependencies between inter-organizational models to the given case.
In Chapter 5 we illustrate the use of our MaDe4IC method for managing dependency relations for inter-organizational models. In this chapter, we show how the results of this analysis are implemented [25]. Here, we provide a mechanism to monitor and adapt the value model using intra-model consistency constraints and dependencies identified in Chapter 5.

We demonstrate the implementation by means of a running example which is discussed in Section 6.1. In Section 6.2 we discuss the formal consistency constraints that are implemented. In Section 6.3 we discuss how the different parts of consistency constraints are implemented. Furthermore, we show in Section 6.4 how the implementation is used to analyze consistency constraints and how to identify causes for inconsistencies. We give a description on how monitoring and adaptation results are visualized in the value model in Section 6.5. We conclude this chapter with an evaluation of the developed method for managing business and coordination models in Section 6.6.

6.1 The business case

In this chapter we use a running example based on a real case in the health insurance sector in the Netherlands for illustrating the implementation. We use a different example than in the previous chapter since the structure of this case is more complex, and, therefore, better suitable for validation purposes.

An insurance company provides insurance on an annual basis to its customers. Customers pay premium on a monthly basis and claim refunds for received treatments. Every paid refund by the insurance company is compensated by CVZ, a Dutch organization distributing tax money. CVZ gets its funding from the government. Next, we model this scenario as value model and part of the scenario as coordination model.
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6.1.1 Value model

For evaluating economic profitability of a cooperation, a value model is created. Our business case, represented as e3-value model [57] (cf. Figure 6.1), is described in detail in a technical report [22]. In this chapter we restrict to those constructs necessary for illustrating the implementation.

The example from Figure 6.1 comprises four actors and eight value transfers. For example, the value object premium is transferred from the customer to the insurance company. Another value object, the insurance itself, is transferred from the insurance company to the customer. In Figure 6.1 these two transfers are annotated with an ‘F’. A combination of value transfers in one transaction is referred to as a value exchange. In e3-value a distinction is made between different kinds of value objects. A value object is either a product, service, money, or a consumer experience. In this example the premium is a value object of type money and the insurance provided by the insurance company is considered a service.

The consumer need is “having a health insurance for one year”. This is represented by placing the start stimulus at the customer. The set of value objects that is transferred to fulfill the consumer need, consists of all value transfers connected through the dependency path in the model. Every month there are two possible sets of value transfers that fulfill the consumer need. Either the customer claims restitution for treatments he paid for himself, and he pays the monthly premium, or he only pays the monthly premium. When the customer claims a restitution, the insurance company claims compensation from CVZ. CVZ, in turn, gets its funding from the government. Also note that the health insurance company has multiple customers, represented as market segment in Figure 6.1.

In Figure 6.1, the twelve monthly payments for fulfilling one consumer need are realized by adding an explosion element, annotated with ‘A’ in the figure, associated with ratio 1:12. The choice between the two options for fulfilling the consumer need is represented as OR-port. In e3-value an OR-port is an exclusive OR. After such an OR-port only one of the dependency paths is selected. If the customer has not received treatments that month, the path annotated with ‘C’ is chosen. The two resulting value transfers constitute the first set of transfers that fulfill the consumer need. Otherwise, if the customer receives treatment that month, the path annotated with ‘D’ is chosen. This path further splits through an AND-split, representing a parallel occurrence of two or more dependency paths. In an AND-join, in turn, all incoming dependency paths share the continuation of the dependency path. The two value exchanges between customer and insurance company take place. To enable more than one restitution claim per month another explosion element, annotated with ‘B’, is added. The insurance company claims restitution from CVZ. These value transfers constitute the second set of value transfers. Finally, the dependency path starting within CVZ represents the third set of value transfers.

The quantifications (not shown in Figure 6.1) that are associated with the graphical representation of the value model, provide estimations. The market segment, for example, is quantified by estimating the number of customers. Also ratios on the explosion elements and the OR-split are set. For every monetary value transfer a quantification is
The expected revenue for every actor in the model is calculated.

### 6.1.2 Coordination model

A coordination model depicts how the transfer of value objects between the parties is realized. In particular, it describes the order in which messages between parties are exchanged. An ordered set of messages is referred to as execution sequence. This ordering information is omitted in the value model.

Since we do not implement the coordination model, we only depict a small part of the business case as Petri Net [64] in Figure 6.2. However, [21] provides a detailed description of the business case as well as the model represented as Petri Net. Figure 6.2 represents coordination of the payment process of a customer to the insurance company for having insurance for one year. This part of the coordination process is related to the value exchange of premium and insurance in the value model, annotated with 'F' in Figure 6.1. The money value transfer premium is represented as message exchange in the coordination model. This is not the case for the service value transfer insurance, since services do not instantiate explicit message exchanges.

Places (indicated as circles) can hold any number of tokens (represented as black dots), and transitions (indicated as squares) act on input tokens by firing. Message exchanges are represented as places, and tasks as transitions in the coordination model. Places and transitions are connected through arcs. These arcs indicate the ordering of tasks and message exchanges. In Figure 6.2 the customer first does a payment through executing task Pay, after which message Premium, place p3 in Figure 6.2, is transferred from customer to insurance company.
6.2 Consistency constraints

In the proof-of-concept implementation we consider \textit{intra-model} consistency constraints for the value model. In Section 5.7.1 we define intra-model consistency constraints for the value model. These constraints specify when the value model is considered to be consistent with the running system. We check this by analyzing the event log that captures essential events of the cooperation. The first constraint is that business transactions in the model have to be reflected in the event log, and vice versa (cf. Section 5.7.1, Constraint 2 page 84):

\textbf{Constraint (Business transaction, value model).} \textit{The value model is intra-model consistent if:}

1. Each set (representing one business transaction) in the event log matches a set of value transfers representing a business transaction in the value model for the specified time frame.

2. Each business transaction in the value model occurs as a business transaction in the event log for the specified time frame.

Secondly, the number of occurred value transfers in the event log has to be equal to the estimated number of occurrences in the value model. If, for example, the estimated number of treatments is twice as high as the realized number of treatments, model and event log are not consistent (cf. Section 5.7.1, Constraint 3 page 85):

\textbf{Constraint (Number of occurrences).} \textit{For each business transaction in the value model the estimated number of occurrences is the same as the realized number of business transactions in the event log during the specified time frame.}

Furthermore, the average value of transferred messages has to be equal to estimations in the value model. If, for example, the average value of paid premium is lower than the
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estimated average premium, model and event log are not consistent with each other (cf. Section 5.7.1, Constraint 4 page 85):

**Constraint** (Average value). *The estimated average value of the transfers in each business transaction of the value model is the same as the realized average value of this transfer in the event log for the specified time frame.*

Constraints for matching number of occurrences and average value of the transfers are in this chapter more precisely defined for implementation:

**Constraint 8.** A value model is $\delta$ consistent at time $t$ if for all exchanges $x$ in the event log representing value transfers $y$ in the value model it holds that:

i) the average number of realized $x$ between time $t - \delta$ and $t$ ($\delta > 0$) is equal to the number of estimated occurrences of $y$, and

ii) the average value of $x$ between time $t - \delta$ and $t$ ($\delta > 0$) is equal to the estimated value of $y$.

Now, consistency checking is based on calculating averages over period of time $\delta$. Model and event log are consistent with each other if the average value and the average number of occurrences are consistent during that period of time.

### 6.3 Implementation

$\delta$-consistency forms the basis of our approach on relating value model and event log. We use data from the event log as feedback information for the value model. The value model is actively adapted during runtime using data perceived from the monitoring process. This approach provides a mechanism for monitoring the business from a value perspective and adapting the model accordingly.

Item (ii) of Constraint 8 addresses the average value of each transfer. The average value of each transfer is represented in the event log. The monitored value of transfers is compared with estimations made in the value model. This is described in Section 6.3.1.

Sections 6.3.2 and 6.3.3 concern item (i) of Constraint 8. The event log contains information about messages exchanged between actors. These messages, in turn, hold information on the number of value transfers that occur between actors. For using this information in evaluating the value model, a correlation between model and event log and their constructs is established. When constructing the value model, several estimations are made regarding behavior of the system like consumer needs and ratios on explosion elements. The estimated number of value transfer occurrences is based on these estimations. An equation system is derived which comprises formulas for calculating the number of occurrences based on used constructs in the value model. Data from the event log is entered into the equation system. When solving the equation system with these values there may be free variables representing the ratios. These are shown in a **Graphical User Interface.**
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Figure 6.3: Example case: Realized and estimated average value of transfers

After adaptation of the ratios in the e³-value model, these results are graphically represented together with the result of monitoring value of the transfers. In the following sections, the different parts of the approach are explained in detail, and illustrated on behalf of our example business case.

6.3.1 Average value of transfers

The value of transfers is monitored in the event log. Figure 6.3 represents estimations made on the value of each transfer as well as the monitored average of each value transfer. We monitor the average value of each transfer by calculating the moving average. Since we assume for the given example the customer has constant behavior over time, we are able to use time series. Every quarter the average value of a transfer over the preceding year is calculated. Using a moving average results in a smoothly changing average over the time series. Figure 6.3 depicts measurements in quarter Q4 of 2005, quarter Q1 of 2006 and quarter Q2 of 2006, annotated with T1, T2 and T3, respectively. For calculating the realized average value of a transfer over a year, each quarter average is multiplied by the number of realized transfers, and the total is divided by the total number of realized transfers over that year.

6.3.2 Average number of transfers

During runtime, we monitor the process by calculating the moving average as depicted in Figure 6.4. In the figure, the number of message transfers as observed at different times during execution is depicted. In our example every quarter the averages over the preceding year are calculated. Figure 6.4 depicts measurements in quarter Q4 of 2005, quarter Q1 of 2006 and quarter Q2 of 2006, annotated with T1, T2 and T3, respectively. These message exchanges are correlated to value transfers in the value model.

6.3.3 The equation system

The equation system enables calculating the number of occurrences through formulas based on constructs in the value model. The equation system of a value model is de-
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Figure 6.4: Example case: Realized and estimated average number of transfers

![Diagram showing realized and estimated average number of transfers]

The value model is represented as a graph where vertices represent constructs and edges represent parts of dependency paths. The equation system is constructed by assigning variables to each part of the dependency path between the different constructs of the value model. The equations in the system are related to each other through these variables. When two constructs are directly connected through a dependency path, the variable used in the equations of both constructs is the same. The algorithm is as follows:

Assign to each edge an unique variable. For each vertex determine the edges and associated variables. Represent each vertex as equation based on the equation system in Table 6.1. Instantiate the unique variables with the assigned values.

For each construct in the value model a formula exists in Table 6.1. For example, in Figure 6.1 there is one dependency path which enters an OR-split whereas two paths leave this element. For the fulfillment of a consumer need, only one of the outgoing paths is chosen. In the profitability sheets an estimation is made on the relation between the number of times each path is chosen. In the table this is indicated by \( r \) and \( s \), stating path \( y \) is chosen \( r \) times, and path \( z \) is chosen \( s \) times. The resulting formula states the estimated number of times path \( y \) is chosen is equal to the number of times dependency path \( x \) occurs times the ratio on the OR-split, namely \( \frac{r}{r+s} \). In e^3-value an OR-port is an exclusive OR.

For the OR-join the number of occurrences of both incoming paths is added up.

For the AND-join as well as for the AND-split, the number of occurrences on each part of the dependency path is the same. An implosion or explosion element multiplies the number of occurrences with ratio \( \frac{1}{2} \) associated with the port.

The number of occurrences on outgoing path \( x \) of a start-stimulus equals the number of occurrences of consumer need \( y \) times the number of actors \( z \) in the market segment.

The number of occurrences on stop-stimulus \( y \) equals the number of occurrences of incoming dependency path \( x \) times the number of actors \( z \) in the market segment. When the market segment consists of a single actor the value of \( z \) equals 1.
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Table 6.1: Implementation: Equation system

<table>
<thead>
<tr>
<th>OR-split:</th>
<th>Start:</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ y = \frac{1}{s+t} x ]</td>
<td>[ x = yz ]</td>
</tr>
<tr>
<td>[ z = \frac{1}{s+t} x ]</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>OR-join:</th>
<th>Stop:</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ y = x + z ]</td>
<td>[ y = \frac{x}{z} ]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>AND-split:</th>
<th>Transfer:</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ y = x ]</td>
<td>[ y = sx ]</td>
</tr>
<tr>
<td>[ z = x ]</td>
<td>[ z = tx ]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>AND-join:</th>
<th>Expl_impl:</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ y = x ]</td>
<td>[ y = \frac{x}{t} ]</td>
</tr>
<tr>
<td>[ y = z ]</td>
<td></td>
</tr>
</tbody>
</table>

Formula Transfer in Table 6.1 states the outgoing number of value transfers \( y \) is equal to the number of occurrences \( x \) times ratio \( s \), and the incoming number of value transfers \( z \) is equal to the number of occurrences \( x \) times ratio \( t \). This ratio represents, for example, several payments for receiving one value object.

We illustrate our implementation by deriving the equation system for the customer. Figure 6.5 depicts the customer with ratios and introduced variables as used for the equation system. Since this example is for demonstration purposes only, we consider the customer to be a single actor and assume there is no ratio on the value interfaces. Next, the resulting equation system, without pure renaming, is represented. For a synoptic representation of the graphical user interface, the ratio on the first explosion element, \( \frac{1}{s+t} \), is referred to as fraction \( f_1 \) and the ratios on the OR-split, \( \frac{1}{s+t} \) and \( \frac{1}{s+t} \), are referred to as fractions \( 1 - f_2 \) and \( f_2 \), respectively. The ratio on the second explosion element, \( \frac{n}{m} \) is referred to as fraction \( f_3 \).

- \( x_1 = f_1 z \) with \( f_1 = \frac{z}{x} \)
- \( x_2 = (1 - f_2) x_1 \) with \( 1 - f_2 = \frac{n}{m} \)
- \( x_3 = f_2 x_1 \) with \( f_2 = \frac{1}{s+t} \)
- \( x_5 = x_3 \)
- \( x_4 = x_3 \)
- \( y = x_4 + x_2 \)
Managing the value model

In the value model estimations are made for the number of consumer needs and different ratios of the constructs. Based on these estimations, the estimated number of value transfers is calculated. In Table 6.2 entries in: ‘Estimated Numbers’-column depict these estimations and calculations. Information from the event log is correlated with value transfers, and results in three different times, T1, T2, and T3, depicted in Table 6.2. The observed average of message exchanges during monitoring might deviate from estimations made in the value model. For example, measurements on the number of value transfers \(x\) at time T1, namely 850, deviate from the estimated number of value transfers \(x\) in the value model, namely 900. This result makes value model and event log \(\delta\) inconsistent according to Constraint 8.

When the value model is not \(\delta\)-consistent with the event log, one or more of the estimated ratios in the value model might be adapted to make regain consistency. Entering results of the event log into the equation system as derived from the value model while keeping ratios as free variables, and solving the equation system have two types of solutions.
In the first case the equation system is over-specified and there is no or just one solution to the equation system, in which case there is no necessity for a graphical user interface. In the second case the equation system is under-specified leaving a possible infinite number of solutions. In the latter case, representing the options in a graphical user interface allows the user to dynamically set the different ratios and visualize the effects on the value model. The visualization is important for evaluating the economical value of the business during runtime.

An example of this graphical user interface is depicted in Figure 6.6. Here, results of the event log at time T2 are depicted. If the user chooses a free variable to set, and enters this value into the user interface, the equation system is reevaluated. The results, possibly still with free variables, are again represented in the graphical user interface. After setting all free variables, the ratios are adapted in such a way that value model and event log are one year consistent.

6.5 Visualization

In this chapter only one actor in a simplified business case is evaluated. Real-life business constellations, however, are more complex, and potentially consist of many constructs. Adapting one of the ratios in the value model might influence many other ratios and estimations in the value model. These effects are visualized by automatically adapting
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colors of the constructs according to adaptation of the ratios. The user can directly see what the effects are of adapting one specific ratio on the entire business constellation.

Here, effects of entered values in the value model, compared to the original estimated values of the value model, are calculated, classified and represented by an appropriate color. In the example a construct is colored *green* if the entered or calculated ratio matches estimations in the value model. A construct is colored *dark green* if the ratio deviates less than 8.5% from the estimated value, and it is colored *red* if the ratio deviates over 8.5% from estimations in the value model.

In Figure 6.7 examples of value-model coloring for time series T2 from Figure 6.4 and Figure 6.3 are given. Figure 6.7 (a) shows the value model after entering results of T2. The average value of transfer \( x \), a restitution, is in timeseries T2 52.16 (cf. Figure 6.3). This is more than 8.5% deviation from estimated value 47. Therefore, the lines of value transfer \( x \) are colored red. The average value of transfer \( y \) in timeseries T2, premium, is 131.33. This is less than 8.5% deviation, and, therefore, the lines of value transfer \( y \) are colored dark green. The average number of occurrences of \( x \) in T2 is 800, while the estimation in the value model for \( x \) is 900 (cf. Figure 6.4). Deviation between realized number of value transfers \( x \) and the estimated amount is greater than 8.5%, and, therefore, the interface is colored red. The realized number of \( y \) is 550, while the estimated number is 600. Deviation is less than 8.5%, therefore, the interface is colored dark green. The remaining variables are still open and, therefore, grey.

Figure 6.7 (b) depicts the situation after setting ratios for \( f_1 \). \( f_1 \) denotes the number of payments each customer makes for having insurance for one year. Since each customer pays every month its premium, this is a fixed ratio of 12. When choosing which ratios to adapt in the value model, \( f_1 \) is not chosen since it is fixed. Therefore, this ratio is first set in the graphical user interface. After entering value 12 for variable \( f_1 \), the explosion element colors green. This indicates the estimated ratio of 1 : 12 is equal to the realized ratio. As a consequence, the realized number of consumer needs, \( z \), is 45.8. The estimated number of consumer needs is 50. The deviation is within 8.5%. Therefore, the start stimulus is colored dark green.

In Figure 6.7 (b) a possible final marking is depicted. If we assume there is additional information available on the percentage of customers that use the possibility of asking restitution in a month, ratio \( f_2 \) can be set. We assume this ratio is 70%. The deviation between the estimated ratio of 75% and the realized ratio of 70% is lower than 8.5%. Therefore, the OR-port associated with \( f_2 \) is colored dark green. As a result, \( f_3 \) is assigned a value of approximately 2.1 which is also within the 8.5% deviation. The explosion element associated with ratio \( f_3 \) is colored dark green.

The conclusion from these results is that less people ask for a restitution on a monthly basis, but if a customer asks for a restitution, he asks more restitutions than estimated. This is indicated by the slightly increased ratio on \( f_3 \).
6.6 Evaluation of our developed management approach

For our consistency definitions we make some assumptions that influence the way consistency between models is maintained. These assumptions are fairly strict. For example, each business transaction in the business model must have a matching business transaction in the coordination model, and vice versa (cf. Constraint 1). This is a strict constraint because it only considers models to be consistent with each other if they describe the exact same situation, and nothing in addition. In other words, if model A describes all business transactions present in model B and an additional business constraint not present in model B, then these models are not considered to be consistent with each other according to Constraint 1. In practice, developers might not consider this an inconsistency since the models do not actually contradict. Model A simply contains more information than model B. Another example of strict consistency as defined in this chapter is consistency of models with the running system (i.e., intra-model consistency, cf. Constraints 3, 4, and 6). Here, models and running system are considered consistent with each other if and only if the running system behaves exactly as modelled. Slight deviations in, for example, selling costs or the order of messages, are considered an inconsistency. In real life, developers might choose to weaken these strict consistency rules by, for example, allowing slight deviations in behavior, or by allowing additional business transactions.

In Sections 6.4 and 6.5 we demonstrate the applicability of the developed approach using our method for managing inter-organizational models. To our knowledge, there do not exist any comparable approaches for managing business and coordination models. More particularly, there do not exist approaches that support runtime management of these models. Therefore, we conclude that our approach to managing business and coordination models is an improvement to existing related work.

6.7 Summary

In this chapter we show how consistency constraints between a model and running system are implemented and used to manage the model. More precisely, we show how to imple-
ment the intra-model consistency constraint of the value model, and how to monitor this constraint at runtime using the event log. In addition to implementation of the constraints and monitoring of the model, we also depict how to use this information for managing the model at runtime. More particularly, we show how to visualize deviations between estimations in the value model and runtime results in the event log. By adding to this the intra-model dependencies of the value model, we enable dynamic adaptation of the model while directly showing consequences of these adaptations for other parts in the model.
Part IV

SCENARIO 2: SERVICE LEVEL AGREEMENTS FOR COMPOSITE SERVICES
MANAGING DEPENDENCY RELATIONS: SERVICE COMPOSITIONS

For a business operating in a networked environment it is vital to accurately manage services it provides to its customers. This is particularly challenging if a company offers composite services where interactions with services offered by other providers influence its performance. The quality of service (QoS) that can be offered to customers is calculated taking all these dependencies into account [63, 33]. Consider a composite service which returns combined information from several search engines. In this case, the quality of service (e.g., response time) that can be offered depends on the quality of service delivered by the search engines. Together with constraints the customer has regarding the service, these calculations form the basis for a Service Level Agreement (SLA) between customer and service provider [66, 100].

Several approaches exist for monitoring the service level during runtime (e.g., Tosic et al. [109]). Monitoring results are compared with constraints specified in the SLA for possible violation detection. Since SLAs are typically bilateral agreements, current monitoring approaches (e.g., Sahai et al. [100], Keller et al. [66], Tosic et al. [109]) focus on identifying violations in bilateral communication. Important research questions in this area are, for example, how to gather reliable data, how to structure these data, and how to combine data from different sources. Such monitors are often process-specific, activated or created if a service is invoked, and terminated if the service is completed.

Most approaches for managing composite services combine the level of quality a company provides, with monitoring bilateral communication. However, to properly manage its composite service a company has to reason about causes of SLA violations. For example, if the offered response time for a composite service provided by a company depends on response times of other services this company uses, it is vital to identify and monitor these dependencies. Exactly these dependencies are ignored in bilateral monitoring approaches. However, combining bilateral monitoring results based on their dependencies is, as we discuss in this chapter, highly challenging. With our MaDe4IC method for managing dependency relations in inter-organizational models (cf. Chapter 4) we develop the MoDe4SLA approach (MOnitoring DEpendency relations for SLAs) [23]. With this approach, we analyze during development phase different types of dependencies between
services, and the impact these services have on each other. Further, it allows to combine bilateral monitoring results with analyzed dependencies and impact services have on the composition.

With MoDe4SLA we allow monitoring dependencies between SLAs, enabling decision support when managing composite services. Figure 7.1 gives an overview of MoDe4SLA. We first analyze dependency relations (cf. Step 3 in Section 7.4). The relations are used to perform an event log analysis (cf. Step 8 in Section 7.9) to determine causes for SLA violations in composite services.

The remainder of this chapter first discusses basics of SLAs and introduces our running example in Section 7.1. In the following sections we discuss every step in applying our MaDe4IC method to our running example (cf. Sections 7.2-7.10). We conclude this chapter with a discussion of related work on managing services and SLAs in Section 7.11.

7.1 Basics

In this section we discuss basics on SLAs and on the business case we use to illustrate our approach.

7.1.1 Service Level Agreements

Our approach aims at supporting a company in managing its composite services by identifying and monitoring their dependencies to services requested from other providers. These dependencies are explicitly represented in a dependency model. SLAs describe constraints on the service. For example, there might be a constraint on response time of a service. For each of these constraints in the SLA of a composite service, services it depends on are identified. An SLA typically consists of a set of Service Level Objectives (SLOs) which contain guaranteed quality constraints [66, 100]. A typical example of such an SLO is:

\[
\text{In } 90\% \text{ of all cases, invocation of service } X \text{ will have a response time within } y \text{ milliseconds (ms)}. \]

Each of these SLOs is measurable, and consists out of one or more metrics. Such metric may be composite as well, e.g., a composite metrics might be the average response
Offering a composite service to customers implies a company relies on content providers to offer necessary data. Both customers and content providers have an SLA with the company. We propose to explicate for each SLO on which other services its overall performance depends (cf. Figure 7.1). Different SLOs in one SLA might depend on different services, or depend on them in different ways. For example, if a company offers information with fast response time by querying five providers, and returning information of the fastest responding one, a cost constraint is influenced by all five services (due to invocation they all have to be paid), while a response time constraint is only influenced by the fastest responding service.

Furthermore, we demonstrate how to calculate the impact a service has on a depending composite service. Assume, for example, the cost constraint on a composite service depends on service A and service B, where service A costs on average ten times more than service B. Now, the cost impact of service A on the composite service is ten times higher than the one of service B. Based on the dependency model we calculate the impact a service has on the composition. We do this by means of an impact analysis.

Data on messages exchanged between customer and provider are gathered in event logs. These event logs enable monitoring of SLOs and their dependencies based on these data. We abstract and structure necessary data from event logs to enable evaluation and monitoring of SLOs. For decision support in managing composite services, we combine dependencies, calculated impact factors and bilateral monitoring results into one model that graphically represents these relations. Next, we show how to accomplish this, using the MaDe4IC method described in Chapter 4.

### 7.1.2 Business case

We demonstrate our approach by means of an intuitive example in which a company offers two composite services to its customers. SubscribedNews is a composite service where customers automatically receive a news report. This report is created by combining news items on personal interest (e.g., stock market information) from two different news providers. Customers pay a flat fee for this service. NewsRequest, in turn, is a composite service which allows customers to request up-to-date news information on a specific search query. The NewsRequest service is paid per invocation. For every request the company invokes two content providers, and sends information from the fastest responding to the customer.

To offer the SubscribedNews service to its customers, the company automatically receives data (i.e., news items) from its content providers (i.e., news providers). This data is stored in a database from which the company retrieves data when composing the news report for its customers. The company has an SLA with both content providers and customers. Furthermore, providing the news report for customers does not trigger a service invocation by the company to the content providers for data, since up-to-date data is retrieved from the database. Therefore, obtaining data from content providers and sending time over all customers in a month. Furthermore, these SLOs typically hold a validity time constraint, for example, “Mo-Fri 9:00-17:00”.

Furthermore, we demonstrate how to calculate the impact a service has on a depending composite service. Assume, for example, the cost constraint on a composite service depends on service A and service B, where service A costs on average ten times more than service B. Now, the cost impact of service A on the composite service is ten times higher than the one of service B. Based on the dependency model we calculate the impact a service has on the composition. We do this by means of an impact analysis.

Data on messages exchanged between customer and provider are gathered in event logs. These event logs enable monitoring of SLOs and their dependencies based on these data. We abstract and structure necessary data from event logs to enable evaluation and monitoring of SLOs. For decision support in managing composite services, we combine dependencies, calculated impact factors and bilateral monitoring results into one model that graphically represents these relations. Next, we show how to accomplish this, using the MaDe4IC method described in Chapter 4.
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<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SLO-cost:</td>
<td>Company will deliver SubscribedNews on a monthly average of less than 1 euro per service.</td>
</tr>
<tr>
<td>SLO-time:</td>
<td>Company will deliver SubscribedNews once a day before 9:00 am, Mo-Fri.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SLA</th>
<th>NewsUpdate, Company &amp; CP1, January 1, 2008 - June 30, 2008</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLO-cost:</td>
<td>CP1 will deliver NewsUpdate for 0.50 euro per news item, with a maximum of 50 euro per day.</td>
</tr>
<tr>
<td>SLO-time:</td>
<td>CP1 will deliver NewsUpdate to Company once a day, 7 days a week before 6:00 am.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SLO-cost:</td>
<td>CP2 will deliver NewsUpdate for 0.30 euro per news item, with a maximum of 39 euro per day.</td>
</tr>
<tr>
<td>SLO-time:</td>
<td>CP2 will deliver NewsUpdate to Company once a day, 7 days a week before 6:00 am.</td>
</tr>
</tbody>
</table>

Table 7.1: SLAs for the SubscribedNews service

reports to customers are different processes (i.e., invocations). However, response time performance for offering NewsRequest is highly dependent on response time of the service provided by the content providers. As a result, SLA violations between the company and its providers might result in SLA violations in the service provided by the company to the customer, which cannot be identified using a bilateral monitoring approach. For example, if the content provider never meets the response time constraint, the company most likely will also not be able to meet the response time it agreed upon with the customer. Therefore, it is highly important for a company to not only monitor SLA violations for each metric, but also their dependencies on the same metrics in other SLAs to identify causes for SLA violations.

A composite service depends on one or more other services. In our example, SubscribedNews and NewsRequest both depend on two other services offered by different content providers. In our approach, we specify on which services the fulfillment of a specific SLO depends and how it depends on these services. The SLOs for cost and response time, specified in SLAs of the company with its content providers (CP1 and CP2) and customers are depicted in Tables 7.1 and 7.2. Note that we do not provide a specification language for SLAs (like WSLA Framework [66] or the SLA language by Sahai et al. [100]). Instead our approach focusses on conceptual issues, i.e., it is language-independent.

From Monday to Friday before 9:00 am, the company delivers news items the customer is interested in. The price is not higher than 1 euro, and depends mainly on the number of news items that fit the requirements of the customer. With its content providers the company agreed to deliver daily all news items for a fixed price per item with a maximum of, respectively, 50 and 39 euro per day. These news items are delivered before 6:00 am. Regarding the NewsRequest service the customer can request news on a specific topic. These requests costs 0.50 euro. If the customer has more than 100 requests per
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Table 7.2: SLAs NewsRequest

<table>
<thead>
<tr>
<th>SLA</th>
<th>Model Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>NewsRequest, Company &amp; Customer. January 1, 2008 - June 30, 2008</td>
<td>SLO-cost: Invocation NewsRequest by Customer will cost the first 100 times in a month 0.50 euro, thereafter 0.40 euro. SLO-time: Company will respond to NewsRequest invocation by Customer within 5 ms, 99% of the time.</td>
</tr>
<tr>
<td>Request, Company &amp; CP1. January 1, 2008 - June 30, 2008</td>
<td>SLO-cost: Invocation Request by Company will cost 0.20 euro. SLO-time: CP1 will respond to Request invocation by Company within 3 ms, 99.9% of the time.</td>
</tr>
<tr>
<td>Request, Company &amp; CP2. January 1, 2008 - June 30, 2008</td>
<td>SLO-cost: Invocation Request by Company will cost 0.15 euro. SLO-time: CP2 will respond to Request invocation by Company within 4 ms, 99% of the time.</td>
</tr>
</tbody>
</table>

month, price per invocation decreases to 0.40 euro. In 99% of all cases a request is responded to within 5 ms. The company, in turn, invokes services of two content providers for every NewsRequest, and sends data from the fastest responding provider to its customer. Content provider CP1 responds within 3 ms for 0.20 euro to an invocation by the company in 99.9% of all cases. Content provider CP2 responds within 4 ms for 0.15 euro to an invocation by the company in 99% of all cases.

We use this business case to illustrate the steps of applying our method to SLAs in the following sections.

7.2 Step 1: Model analysis

In Step 1 of our modelling method we analyze models for their characteristics. First, recall the model characteristics identified in this method (cf. Section 4.3):

(i) Focus: Viewpoint ↔ Partial model
(ii) Perspective: Single actor ↔ Bird’s eye view
(iii) Property type: Estimation ↔ Prescription
(iv) Time frame: Instance-based ↔ Period of time

By applying this analysis to our business case we obtain the following results. Each SLA contract constitutes a partial model that has a bird’s eye view. Furthermore, each contract specifies an agreement on costs and response time which are both prescribed property values. Each contract describes a period of time, namely January 1, 2008 - June 30, 2008.
7.3 Step 2: Homogenization

In Step 2 we homogenize the models (i.e., the SLAs) on three levels (syntactic, semantic, and pragmatic) in order to make them comparable.

**Syntactic homogenization.** The SLAs are written in natural language and have a similar structure. Commonly used characteristics are:

- name of the service,
- issuer and recipient of the service,
- period of time, and
- set of SLOs.

Each SLO, in turn, either considers cost or response time, and typically contains the following characteristics:

- period of time, and
- property value (i.e., costs or response time).

Each SLO connects the considered period of time and the property value using constructs like:

- less than,
- maximum of,
- before time, and
- per instance.

**Semantic homogenization.** The models in this chapter are built in such a way that they are semantically homogeneous by construction.

**Pragmatic homogenization.** With pragmatic homogenization we consider five different aspects. Some of them are homogenized, while for others heterogeneity is identified in this step and handled in the following steps (cf. Section 4.3, Step 2).

- **Focus.** The focus of each SLA is a partial model focus. Therefore, the models are homogeneous concerning their focus.

---

<table>
<thead>
<tr>
<th>SLAs</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Focus</td>
<td>partial model</td>
</tr>
<tr>
<td>Perspective</td>
<td>bird’s eye view</td>
</tr>
<tr>
<td>Property type</td>
<td>prescription</td>
</tr>
<tr>
<td>Time frame</td>
<td>period of time</td>
</tr>
</tbody>
</table>
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- **Perspective.** Each perspective is a bird’s eye perspective. Therefore, the models are homogeneous concerning their perspective.

- **Granularity.** The models are specified on the same level of granularity by construction.

- **Time frame.** Each contract is defined for the same period of time, namely, from January 1, 2008 - June 30, 2008. Furthermore, most time frames within the SLOs are compatible. For example, in SubscribedNews, each cost SLO is defined per service. However, the cost SLOs of NewsRequest do not match. More specifically, the cost SLO for invoking NewsRequest by the customer is defined for the first 100 services, and for every following service separately. Both cost SLOs for invoking service Request by the company are defined per service. As discussed, such heterogeneity cannot be homogenized. Therefore, we handle this by considering average cost of the service. For example, if 150 NewsRequests are done by the customer, the average cost of one invocation is as follows: \( \frac{100 \times 0.50 + 50 \times 0.40}{150} = 0.47 \).

- **Property type.** Both cost and response time are agreed upon and therefore forced values. There is no need for homogenization.

The main results of Step 2 are the following:

- Time frame differences between SLOs are solved by considering average costs of each service invocation,

- All models (i.e., SLAs) are syntactically and semantically homogeneous.

### 7.4 Step 3: Inter-model relation detection

In Steps 1 and 2 we analyze the models to prepare them for comparison. In Step 3 we detect dependency relations between the different SLAs. These relations allow us to define consistency constraints between the models in Step 4.

As discussed in Step 3 in Section 4.4.2, the first step in identifying inter-model relations between partial models is to identify their interconnections. Each partial model describes a different part of the cooperation. For example, there is a relation between the SLA for SubscribedNews and the two SLAs for NewsUpdate. This common model describing how the different model parts are related, is in this specific context the **service composition**.

The different SLAs are connected through their **properties** (i.e., SLOs). Each SLA describes both **cost** and **response time** properties. Therefore, relations between SLAs (i.e., inter-model relations) are **property dependencies**. Since the news report created when invoking SubscribedNews is dependent on both NewsUpdate services while these services are not dependent on SubscribedNews, there exists an **asymmetric** property dependency between the services. The same holds for the NewsRequest service that depends on both Request services.
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<table>
<thead>
<tr>
<th>#</th>
<th>Construct</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$A \rightarrow B$</td>
<td>Service A depends on service B</td>
</tr>
<tr>
<td>2</td>
<td>AND</td>
<td>AND-split/join</td>
</tr>
<tr>
<td>3</td>
<td>XOR</td>
<td>XOR-split/join</td>
</tr>
<tr>
<td>4</td>
<td>$\times$</td>
<td>Reuse is X times</td>
</tr>
</tbody>
</table>

Table 7.3: Cost dependency model constructs

Next, for cost and response time we analyze separately the dependency relations.

Cost dependency relations. Both examples (i.e., SubscribedNews and NewsRequest) contain one SLO depicting a cost constraint (cf. Table 7.1 and 7.2). Here, for both examples we construct the cost model. We introduce a domain-specific modelling language for expressing cost dependencies that enables depicting all necessary details while keeping a high level of abstraction. This enhances readability and decreases necessary modelling effort. Our language uses the constructs depicted in Table 7.3. We model that meeting a constraint for one service depends on performance of another service (i.e., property dependence). Using the AND-split it is possible to model meeting constraints for one service depends on two or more different services. Furthermore, by using XOR-splits exclusive choices are modelled (i.e., the service depends on one out of a set of services) with the possibility to add a ratio on the likelihood of choosing one of the options. As last modelling construct it is possible to denote reuse of data provided by a service. Such a reuse construct depicts how often results of one service invocation are reused.

Figure 7.2 shows on which services the cost of SubscribedNews and NewsRequest depend, and how these dependencies look like. The cost of composite service SubscribedNews is dependent on the cost of NewsUpdate provided by CP1 and CP2, indicated with an AND-split (cf. Figure 7.2). Moreover, NewsUpdate data is used more than once (i.e., the company sends more than once the same data to different customers). This reuse is estimated to occur 100 times for data from CP1 and 80 times from CP2 (cf. Figure 7.2). Note that data from CP1 are more often reused than data from CP2 because the former are also used in another unrelated service offered by the company.

The cost of composite service NewsRequest is dependent on costs of both Request services provided by CP1 and CP2. This is again indicated with an AND-split (cf. Figure 7.2). So, even though the customer only receives data from one service provider, he pays for fast delivery, namely the cost of invoking two content providers. Data for a news request are not reused.

Response time dependency relations. SubscribedNews and NewsRequest both contain an SLO with a time constraint (cf. Tables 7.1 and 7.2). Next, we introduce the domain-specific response time model for both examples. Apart from the constructs used in modelling cost dependencies, also the order in which services are executed is relevant.
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![Diagram](image)

**Figure 7.2: SubscribedNews and NewsRequest: Dependency cost model**

<table>
<thead>
<tr>
<th>#</th>
<th>Construct</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><img src="image" alt="Diagram" /></td>
<td>Service B depends on service A. Also: serial execution of services.</td>
</tr>
<tr>
<td>2</td>
<td><img src="image" alt="Diagram" /></td>
<td>AND-split: parallel execution.</td>
</tr>
<tr>
<td>3</td>
<td><img src="image" alt="Diagram" /></td>
<td>XOR-split.</td>
</tr>
<tr>
<td>4</td>
<td><img src="image" alt="Diagram" /></td>
<td>Database (DB) with reuse of data.</td>
</tr>
</tbody>
</table>

**Table 7.4: Response time dependency constructs**

For response time. For example, if services on which the composite service depends are executed in parallel, response time is faster compared to serialized execution. Workflow modelling techniques (e.g., YAWL [4]) are highly suitable for modelling response time dependencies, allowing for the ordering of messages. In this chapter, we use Coloured Petri Nets (CPN) [64] for defining these models. Table 7.4 depicts the requirements for Petri Nets. The first (1) construct in the table depicts how serialization is modelled. By serializing the execution of two services (e.g., service A precedes service B) we express that service B depends on service A. In other words, service B is only executed after service A. The second (2) construct depicts how we model parallel execution of two or more services. The third (3) construct depicts how we model an exclusive choice operator (XOR-split) using Petri Nets. The fourth (4) construct depicts modelling a database. This construct allows to store information created when invoking a service. The information is reused in other services. We illustrate how requirements are modelled. Note that by using Petri Nets these might be modelled in different ways.

Response time for SubscribedNews is dependent on NewsUpdate services of both CP1 and CP2 (cf. Figure 7.3). The CPN depicts how CP1 and CP2 send data (i and j, respectively) that are then stored in the database of the company (k and l, respectively). Both content providers send their identification (CP_id) together with content (i.e., news items, C_id). The company adds this information to the database while inserting a primary
key (DB.pk). Independent from filling the database, the company sends daily updates
to customers with specific interests by requesting data from the database (S.id).
This retrieved data is combined with the specific interests of the customer (n = m \cup i).
Data used to compose a news report for the customer are reused for other reports. Therefore,
information requested from the database is also returned (back edge annotated with m).
The resulting report is sent to the customer.

Response time dependencies for NewsRequest are dependent on response times of
Request services invoked by the company to both content providers (cf. Figure 7.4). For
readability purposes we omit coloring the Petri Net. As soon as the company receives
a response from one of the two content providers, it sends out this information to the
customer (Send first). This enables faster response times for the customer.

In Step 3 we identify inter-model dependency relations for the different SLAs of the
composition for both response time and cost.
The main results of this step are:

- Identification of asymmetric property dependency between cost SLOs of the different SLAs, and
- Identification of asymmetric property dependency between response time SLOs of the different SLAs.

### 7.5 Step 4: Inter-model consistency constraints

In Step 3 we identify inter-model dependencies of SLAs using the overall composition of the business case. In Step 4, we now use these asymmetric property dependency relations to define inter-model consistency constraints.

We start with formulating a consistency constraint for each identified dependency. According to the description of Step 4 in Section 4.4.2 every relation is translated into a constraint:

If concept $x$ is asymmetric property dependent on set $Y$ of one or more concepts, and $z$ is the predicate describing this relation, the corresponding constraint states: Property value of $x$ relates to property values of $Y$ according to predicate $z$.

**Cost dependency.** Composite service SubscribedNews ($x$) is cost dependent on set NewsUpdate services ($Y$). The AND-construct with reuse describes their relation ($z$). Therefore, we now define the consistency constraint concerning cost for the Subscribed-News service as follows:

**Constraint 9 (SubscribedNews cost).** The cost property value of SubscribedNews depends on both (i.e., AND-construct) cost properties of the NewsUpdate services, divided by 100 and 80, respectively (i.e., reuse). The cost property value of SubscribedNews corresponds at least to the sum of costs for both NewsUpdate services divided by 100 and 80, respectively.

For the NewsRequest service, we define a similar constraint:

**Constraint 10 (NewsRequest cost).** The cost property value of NewsRequest depends on both (i.e., AND-construct) cost properties of the Request services, where its property value is at least the sum of costs of the Request services.

**Response time dependency.** Composite service SubscribedNews is response time dependent on both Request services. The response time property of SubscribedNews is at least the response time property of the slowest NewsUpdate service. Therefore, we define the consistency constraint as follows:
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**Constraint 11** (SubscribedNews time). The response time property value of SubscribedNews depends on both response time properties of the NewsUpdate services, where the property value corresponds at least to the value of the slowest NewsUpdate service.

Since composite service NewsRequest responds as soon as the fastest responding Request service succeeds, its response time dependency is formulated as follows:

**Constraint 12** (NewsRequest time). The response time property value of NewsRequest depends on both response time properties of the Request services, where its property value corresponds at least to the response time value of the fastest responding Request service.

Next, we generalize over these consistency constraints. This generalization enables easy consistency checking.

### 7.5.1 Generalization: Impact factors

As discussed in Step 4 of Section 4.4.2 we generalize over consistency constraints of partial models that have an asymmetric dependency relation. We do this by building trees that connect the different services through their dependencies. In this chapter, we refer to such trees as *impact trees*. In addition to structural trees, we derive a formula describing the exact relation between composition and its separate services. This formula shows the impact each service has on the composition concerning a certain property. We refer to this as *impact analysis*.

The dependency model for an SLO expresses on which services a composite service depends. However, not every service a composite service depends on, has the same impact on this composite service. For example, if costs for a composite service depend on services A and B, but service A costs on average only ten percent of service B, impact of service B on the price of the composite service is much higher than impact of service A. Therefore, our approach enables an *impact analysis* for every dependency model.

The impact a service has on the composite service is determined by analyzing the dependency model. Each construct (e.g., AND-split) in the dependency model affects the impact on the composite service in a different way. For example, an AND-split in a cost dependency model denotes that costs for a composite service are influenced by both services it depends on. Opposed to this, an XOR-split indicates the costs for the composite service are influenced by only one of the two services it depends on (i.e., a service only has an impact on part of the composite service instances), which decreases the impact of these services by 50% (i.e., each service only occurs in half of the composite service instances). This impact factor indicates how likely it is the service influences performance of the composite service.

To calculate this impact factor, we first go through the models. We start with the composite service, and then go through all constructs finishing with the services. Second, we consider the consistency constraints. By considering the effects of each construct on the impact while going through the model, we calculate the impact of the service. To analyze the model in a structured way we create an *impact tree*. For each construct in the models a vertex with its impact equation is created. This allows analysis of the impact.
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<table>
<thead>
<tr>
<th>Graph</th>
<th>Equation</th>
<th>Cost</th>
<th>Response Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{A} \circ \mathcal{Y}$</td>
<td>$I(A) = xAr$</td>
<td>$A$</td>
<td>$\bigcirc \mathcal{A}$</td>
</tr>
<tr>
<td>$\mathcal{A} \circ \mathcal{Y} \circ \mathcal{Z}$</td>
<td>$y = x$ $x = z$</td>
<td>AND</td>
<td>All serial executions</td>
</tr>
<tr>
<td>$\mathcal{A} \circ \mathcal{Y} \circ \mathcal{Z}$</td>
<td>$y = rx$ $z = sx$</td>
<td>XOR</td>
<td>All parallel executions</td>
</tr>
<tr>
<td>$\mathcal{A} \circ \mathcal{Y}$</td>
<td>$y = 0$</td>
<td></td>
<td>All databases and storages</td>
</tr>
<tr>
<td>$\mathcal{A} \circ \mathcal{Y}$</td>
<td>$y = \frac{1}{r}$</td>
<td></td>
<td>$\bigcirc \mathcal{X}$</td>
</tr>
</tbody>
</table>

Table 7.5: Impact tree vertices

Each construct and service has an on the composition. Table 7.5 denotes the graph notation and equation for all constructs of cost and response time models. The total impact of the services on the composition is always 1.

The impact factor of service A ($I(A)$ for short) on a composite service is equal to factor $x$ on the incoming edge times the value of service A times number of loops $r$ (cf. Table 7.5). Value $A$ is either the estimated cost or the estimated response time. The number of loops $r$ is important if one service gets invoked more than once for one composite service. For example, if for a composite service the company invokes the same service A of its content provider twice ($r = 2$) with a response time of 3 ms before responding to a request of its customer. If service A results in the invocation of another service (serialism) the outgoing edge ($y$) has the same impact factor as the incoming one ($x$) (cf. Table 7.5).

The second construct is an AND-split where outgoing edges ($y$ and $z$) have the same impact factor as the incoming edge ($x$). The third construct is an XOR-split where estimated ratio $r:s$ determines the impact of edges $y$ and $z$. Assume that for fulfilling a composite service, a company chooses between two content providers. The first offers fast, but expensive data, the second offers slow, but cheap data. Depending on the customer, the company chooses either of the two. Estimations by the company are that it will choose 3:1 ($r:s$) for the fast service.

The fourth construct enables modelling a database or storage. If the results of a service are stored in a database or, with physical goods, in a storage then the dependency on response time for the composite service disappears. Therefore, the impact of services adding information or goods to a database or storage on the composite service regarding response time is zero.

The last construct in Table 7.5 enables modelling reuse of data acquired when invoking a service. Reuse of information from a service decreases the costs for using, and, therefore, it decreases the cost impact factor of that service. If information is reused, the cost for invoking this service is divided among the requesting services. Therefore, the impact factor for costs is divided by the estimated number of reuses.
Figure 7.5: SubscribedNews and NewsRequest: Impact trees

Figure 7.5 depicts impact trees for both response time and cost of the SubscribedNews service as derived from the SLA constraints. For cost the service depends on both UpdateNews services with a reuse element in between to mitigate the influence. The NewsUpdate service from CP1 is expected to be reused 100 times, while the NewsUpdate service from CP2 is expected to be reused 80 times on average. Figure 7.5 also depicts the impact trees for response time and cost of the NewsRequest service. The impact factor for response time is now influenced by the estimated ratio r:s on the XOR-split.

Using the equations in Table 7.5 and both graphs in Figure 7.5, cost and time impact factors are calculated and depicted in Table 7.6. Note that average costs of NewsUpdate CP1 cannot directly be derived from the SLO (cf. Table 7.1) since it states 0.50 euro per item with a maximum price of 50 euro per day. The same holds for NewsUpdateCP2. Now, the company makes an estimation on the average value based on previous observations: NewsUpdateCP1 = 40 and NewsUpdateCP2 = 30.

For the impact on response time for NewsRequest, estimations are made on the XOR-split ratio r:s. Since RequestCP1 responds on average faster than RequestCP2, ratio r:s is estimated to be 3:1. Recall that the agreed upon response times by CP1 and CP2 for Request are 3 and 4 ms, respectively. The impact factor is an absolute value, i.e., if an impact value of a service is 5 in Model A and 10 in Model B, the impact of that service on the composite service is twice as big in Model B as in Model A.

The equations of the impact factors must hold for the inter-model consistency constraints to succeed. In other words, the equations are general consistency constraints for
Table 7.6: Supporting services of SubscribedNews and NewsRequest: Impact factors

<table>
<thead>
<tr>
<th>Impact Factor</th>
<th>Equation</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_{\text{cost}}(\text{NewsUpdateCP}_1) )</td>
<td>( \frac{\text{40}}{100} )</td>
<td>0.4</td>
</tr>
<tr>
<td>( I_{\text{cost}}(\text{NewsUpdateCP}_2) )</td>
<td>( \frac{\text{30}}{100} )</td>
<td>0.375</td>
</tr>
<tr>
<td>( I_{\text{time}}(\text{NewsUpdateCP}_1) )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( I_{\text{time}}(\text{NewsUpdateCP}_2) )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( I_{\text{cost}}(\text{RequestCP}_1) )</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>( I_{\text{cost}}(\text{RequestCP}_2) )</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>( I_{\text{time}}(\text{RequestCP}_1) )</td>
<td>( 3 \times 3 )</td>
<td>9</td>
</tr>
<tr>
<td>( I_{\text{time}}(\text{RequestCP}_2) )</td>
<td>( 1 \times 4 )</td>
<td>4</td>
</tr>
</tbody>
</table>

The main results of this step are the following:

- Definition of impact factor equations that constitute the inter-model consistency constraint for cost and response time properties of both NewsRequest and SubscribedNews,

- Graphical notation of the impact tree, visualizing influence of each service on the composition.

7.6  Step 5: Intra-model relation detection

In Step 3 we analyze inter-model relations to create a basis to define consistency constraints between SLAs. In this step we analyze existing intra-model dependencies between the SLOs. This provides the basis for Step 6 in which we define intra-model consistency constraints.

In our business case there exists a clear separation between properties cost and response time. For example, if the costs change, this will not have an effect on the response time. Therefore, in our business case there are no intra-model dependencies between the different SLOs. In other words, a constraint violation for response time does not affect the consistency constraint for cost, and vice versa. However, we analyze possible dependencies between SLOs within an SLA. In the remainder of this step, we discuss intra-model dependencies that are common in real-life SLAs. Consider the following SLA:

Every month, response time will be within 3 ms for at least 99% of the invocations. Costs are 3 euro when the service responds within 2 ms, while a response time of 2 – 3 ms costs 2 euro. If less than 99% of the invocations have response time within 3 ms, a penalty of 1000 euro will be paid.
In this SLA, cost directly depends on response time. The challenge is to represent what this means in respect of the relative contribution to the composition by the cost performance of the service. For example, to diagnose the cause of an increase in cost for the service composition, we show the influence of decreasing response times to the costs (i.e., costs rise to 3 euro).

To solve this, within one SLA dependencies between SLOs are represented by links between properties. These links are annotated with some contribution function, similar to the calculations we do for the inter-model dependencies. Our goal is to represent the causal influence between properties as accurately as necessary for meaningful diagnosis. For example, in the above example it may be sufficient to represent that a decrease in response time causes an increase in cost. This leads to a clear step when handling SLAs with intra-model relations:

**Step 5a**: Extend the computation of the impact tree and impact values with dependencies between properties within one SLA.

A second elaboration that occurs in real-life SLAs is the imposition of violation penalties. An example is the above SLA, where 1000 euro are paid in case the response time requirement is not met. Such penalty constraints are frequently used in SLAs. We could add this as additional cost, with a dependency on the performance of other attributes. However, this ignores the special status of penalties. As a consequence, separate penalty impact trees with dependencies on the SLOs in the SLA need to be created. Therefore, a second step in handling intra-model dependencies is the following:

**Step 5b**: Extend the computation of impact tree and impact values with penalties for SLA violations.

Based on these two intra-model dependencies, it is possible to construct an intra-model impact tree for each SLA where dependencies between SLOs and penalties are denoted. Typically, these dependencies are asymmetric property dependencies.

The main results of Step 5 are the following:

- Conclusion that no intra-model dependencies exist in our business case,
- Discussion on possible intra-model dependency relations within SLAs:
  - Dependencies between SLO properties like response time and cost,
  - Dependency of penalty costs on SLO properties like a penalty for slow response times.

### 7.7 Step 6: Intra-model consistency constraints

In Step 6 we explicate intra-model consistency constraints, using dependency relations identified in Step 5. These constraints enable consistency checking of models with the
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running system. As discussed for Step 6 in Section 4.5, intra-model consistency constraints are (1) based on identified *intra-model dependency relations* and (2) on *model characteristics*.

The intra-model consistency constraints ensure the model (i.e., the SLA) describes the inter-organizational cooperation properly (i.e., that the agreement is respected). These constraints hold if at runtime the behavior of the system is the same as the behavior captured in the model. We check this by gathering information from event logs that describe behavior between actors, and compare this realized behavior with the constraints in the SLAs. Therefore, the intra-model consistency constraints are defined using event logs.

The business case considered in this chapter does not have intra-model dependencies, i.e., there are no dependencies between SLOs within one SLA. However, in Step 5 we discuss that in SLAs from real life there often exist such dependencies. Typically, these are *property dependencies*, i.e., dependencies between properties of concepts. Using the constraint definition from Section 4.4.2 we formulate the following consistency constraints for asymmetric and symmetric property dependency relations, respectively:

If an SLO is an asymmetric property dependent on another SLO within the same SLA, where \( z \) is the predicate describing this relation, the constraint states: Property value of the SLO relates to property value of the other SLO according to predicate \( z \).

Reconsider for example the case from the previous step:

Every month, response time will be within 3 ms for at least 99\% of the invocations. Costs are 3 euro if the service responds within 2 ms, while if the service has a response time of 2 − 3 ms, costs are 2 euro. If less than 99\% of the invocations have response time within 3 ms, a penalty of 1000 euro is paid.

Here, the property *cost* is asymmetric property dependent on property *response time* according to the predicate that *costs are 3 euro if the service responds within 2 ms, while if the service has a response time of 2 − 3 ms, costs are 2 euro*. As a result, the consistency constraint for this SLA is as follows:

For each service composition invocation the event log information is expected to contain that property *cost* relates to property *response time* according to the following statement: *costs are 3 euro if the service responds within 2 ms, while if the service has a response time of 2 − 3 ms, costs are 2 euro*.

The consistency constraint for symmetric property dependency relation is as follows:

If two SLOs are symmetric property dependent on each other, and \( z \) is the predicate describing this relation, the constraint states: The property values of the SLOs are related according to predicate \( z \).
In addition to the consistency constraints based on intra-model dependencies, there exist model-specific constraints. Here, model-specific constraints are formulated according to content of the SLAs. For example, in our business case the SLA for SubscribedNews depicts constraints on both cost and response time:

**Constraint 13** (SubscribedNews 1). *Over a one month period, the event log contains entries that the company delivered SubscribedNews on average for less than 1 euro per service.*

**Constraint 14** (SubscribedNews 2). *The event log contains entries that the company delivered SubscribedNews once a day before 9:00 am, Mo-Fri.*

The main results of Step 6 are as follows:

- Defining intra-model consistency constraints for SLAs based on intra-model dependencies, and
- Defining intra-model consistency constraints for SLAs based on their general content.

### 7.8 Step 7: Dependency analysis

In the previous steps we identify consistency constraints between SLAs and event log, i.e., we define inter- and intra-model consistency constraints. Both model analysis and consistency constraints are described in an intuitive manner. In Step 7 we formalize these steps to enable automatic analysis of service compositions. This analysis, in turn, results in a set of formal models.

We use trees to represent dependencies in and between SLAs, and algorithms to describe the analysis. Each service composition is represented as composition tree. Next, per SLO we analyze the tree and construct for each SLO (e.g., for cost and response time) an expected impact tree (i.e., the impact tree with impact factors from Step 4). We start with constructing the composition tree, after which we derive expected impact trees.

To illustrate the use of these algorithms and construction of trees, we use a more complex and abstract service composition. This example is depicted in Figure 7.6 where the composition consists of an OR-split with discriminative join (ORDISC). Here, 3 out of 4 branches are invoked and the construct succeeds after the fastest two invoked branches succeed. Each branch indicates the invocation chance compared to its siblings. The first branch is an AND-split and AND-join where Web services WS 1 and WS 2 are invoked in parallel. The second branch consists of a single Web service WS 3, and the third branch is an XOR-split where either WS 4 (chance is 0.4) or WS 5 (chance is 0.6) is invoked. The fourth branch consists of WS 6. Each service has an agreed upon average response time and cost attribute described in its SLA.
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Figure 7.6: Illustrative service composition

<table>
<thead>
<tr>
<th>Composition</th>
<th>Response Time</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>AND</td>
<td>max(total)</td>
<td>sum(total)</td>
</tr>
<tr>
<td>ANDDISC</td>
<td>max(subset)</td>
<td>sum(subset)</td>
</tr>
<tr>
<td>OR</td>
<td>max(subset)</td>
<td>sum(subset)</td>
</tr>
<tr>
<td>ORDISC</td>
<td>max(subset)</td>
<td>sum(subset)</td>
</tr>
<tr>
<td>XOR</td>
<td>max(one)</td>
<td>sum(one)</td>
</tr>
<tr>
<td>Loop</td>
<td>sum(total')</td>
<td>sum(total')</td>
</tr>
<tr>
<td>Sequence</td>
<td>sum(total)</td>
<td>sum(total)</td>
</tr>
</tbody>
</table>

Table 7.7: Matching composition vertices and vertices for dependency trees
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7.8.1 Composition tree

At design time we analyze dependencies of the composition on its underlying services. For the construction of service compositions, we consider the most commonly used workflow patterns [1] as constructs. Table 7.7 shows the type of relations between services per SLO (response time and cost) and per construct. The constructs are here discussed informally, but are in the algorithms described in more detail. Although there are more SLOs to consider (e.g., availability), Table 7.7 suffices to demonstrate the principles behind our approach. An AND-split (cf. AND in Table 7.7) succeeds after the slowest responding service finishes (i.e., the maximum response time of all branches: max(total)). Its total cost is the sum of all invoked services (i.e., sum(total)). For a parallel AND-split with discriminative join (ANDDISC), a parallel OR-split with a discriminative join (ORDISC), and a parallel OR-split with normal join, the response time is determined by the slowest invoked service (i.e., the maximum response time of a subset of all invoked services: max(subset)). Its costs correspond to the sum of costs of all invoked services (i.e., sum(subset)). For sequences (Sequence) and for sequences executed more than once (Loop), both response time and cost are summed up for all invoked services (i.e., sum(total) and sum(total*), where * indicates the number of iterations). For an XOR-split and join the invoked service contributes to both response time and cost (i.e., the response time and cost of the started service: max(one) and sum(one)).

By considering these constructs and their properties we determine the expected impact of each service on the overall composition for a specific SLO (i.e., we calculate the function connecting the SLOs of different services as done informally in Step 4). A service composition is modelled as a tree where the top vertex represents the service composition (COMP) and the leaves represent Web services (WS). Connecting vertices and edges depict the composition structure. This is the same structure as used in Step 4 in the context of impact trees.

Estimations on the number of invocations are captured by annotating vertices and edges with estimated or agreed upon values. Vertices representing Web services are annotated with the agreed upon SLO values (σ). Vertices representing constructs are annotated with estimated behavior, if appropriate (µ). Annotations are (1) the number of started services (for OR-constructs), (2) the number of discriminative success, i.e., after how many successful responses the construct succeeds (for DISC-joins), and (3) the number of iterations (for loop-constructs). Edges are annotated with the probability they are invoked for each service composition invocation (ρ). For example, two edges leaving an XOR vertex are annotated with the probability they are chosen (i.e., this is an estimation). All trees are acyclic. Composition trees are defined as follows:

Definition 8 (Composition tree). Let \( \mathcal{V} \) be the set of types for service vertices \( \{WS, COMP\} \) and let \( \mathcal{V}_c \) be the set of structural vertices \( \{AND, ANDDISC, OR, ORDISC, LOOP, SEQ\} \). A composition tree is a 6-tuple \( \mathcal{CT}(\mathcal{V}_c, \mathcal{V}_s) = (V, E, \rho, \mu, \tau, \sigma) \), with

- \( V \) is a set of vertices,
- \( E : V \rightarrow V \) is a set of directed edges,
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- \( \rho : E \rightarrow \mathbb{R} \) the probability of invocation compared to its siblings,
- \( \tau : V \rightarrow \mathcal{V}_c \cup \mathcal{V}_s \) specifies the vertex type,
- \( \sigma : \{ v \in V \mid \tau(v) \in \mathcal{V}_s \} \rightarrow \mathbb{R}^n \) specifies the expected SLO values for each SLO, where \( n \) indicates the number of SLOs,
- \( \mu : \{ v \in V \mid \tau(v) \in \mathcal{V}_c \} \rightarrow (\mathbb{R}^3)^3 \) vertices are annotated with (1) number of started services, (2) number of discriminative success, and (3) number of iterations.

Now, the composition tree of our illustrative example (cf. Figure 7.6) is denoted as follows:

\[
\begin{align*}
CT_{\text{example}} = ( \\
V : \{ \text{COMP}, \text{ORDISC}, \text{AND}, \text{XOR}, \text{WS}1, \text{WS}2, \text{WS}3, \text{WS}4, \text{WS}5, \text{WS}6 \}, \\
E : \{ e1 = \{ \text{COMP}, \text{ORDISC} \}, e2 = \{ \text{ORDISC}, \text{AND} \}, e3 = \{ \text{ORDISC}, \text{WS}3 \}, \\
\quad e4 = \{ \text{ORDISC}, \text{XOR} \}, e5 = \{ \text{ORDISC}, \text{WS}6 \}, e6 = \{ \text{AND}, \text{WS}1 \}, \\
\quad e7 = \{ \text{AND}, \text{WS}2 \}, e8 = \{ \text{XOR}, \text{WS}4 \}, e9 = \{ \text{XOR}, \text{WS}5 \} \}, \\
\rho : \{(e1, 1), (e2, 0.2), (e3, 0.3), (e4, 0.4), (e5, 0.1), (e6, 0.2), (e7, 0.2), (e8, 0.4), (e9, 0.6)\}, \\
\mu : \{(\text{ORDISC}, (3, 2, 2))\}, \\
\tau : \{(\text{COMP}, \text{COMP}), (\text{ORDISC}, \text{ORDISC}), (\text{AND}, \text{AND}), (\text{XOR}, \text{XOR}), (\text{WS}1, \text{WS}1), (\text{WS}2, \text{WS}2), (\text{WS}3, \text{WS}3), (\text{WS}4, \text{WS}4), (\text{WS}5, \text{WS}5), (\text{WS}6, \text{WS}6)\}, \\
\sigma : \{(\text{WS}1, (2, 4)), (\text{WS}2, (3, 3)), (\text{WS}3, (5, 4)), (\text{WS}4, (6, 2)), (\text{WS}5, (4, 3)), (\text{WS}6, (4, 6))\}
\end{align*}
\]

Next, we discuss how to calculate expected impact trees.

7.8.2 Expected impact tree

After deriving the composition tree from the Web service composition, we calculate the expected impact trees. These trees depict expected behavior of the services. Hereby, the focus is on the expected impact each service has on the composition. This expected impact is for each SLO calculated separately.

Based on the composition tree, expected runtime behavior is calculated resulting in an expected impact tree. This expected behavior constitutes the formalization of inter-SLO consistency constraints where trees are built that show dependency between different services (cf. Step 4). For an SLO such an expected impact tree depicts the expected impact of a service per composition invocation, i.e., the impact factor. In addition, every edge in the tree has a contribution factor that depicts the average number of times a subtree contributes per invocation.

**Definition 9** (Impact factor). Let \( X \rightarrow Y \) be two vertices with a connecting edge of an impact tree for a specific SLO. If vertex \( Y \) is an input service, the impact factor of \( Y \) denotes the average contribution to the composition for the SLO value. The contribution is defined as percentage of the composition SLO value.

\(^{1}\)We assume that all vertices are annotated with the same tuple of SLOs.
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For example, assume the impact factor of a service on the composition is 0.5 for response time. Then the average contribution of this service to the overall response time of the composition is 50%.

Definition 10 (Contribution factor). Let $X \rightarrow Y$ be two vertices with a connecting edge of an impact tree for a specific SLO. The contribution factor on the edge ($\rightarrow$) denotes the average number of times subtree $Y$ contributes per composition invocation. (Note that this value is less than or equal to 1 unless the subtree contains a loop structure.)

For example, assume the contribution factor of a service to the composition is 0.5 for response time. Then the average number of times this service contributes to the composition is 50% regarding response time.

Recall the semantics of the vertices in Table 7.7, explained at the beginning of Section 7.8.1. Expected impact trees are defined as follows:

Definition 11 (Expected impact tree). Let $V_s$ be the set of service vertices $\{WS, COMP\}$ and let $V_i$ be the set of dependency vertices: $(\max(\text{total}), \max(\text{subset}), \max(\text{one}), \sum(\text{total}), \sum(\text{subset}), \sum(\text{one}), \sum(\text{total}))$. An expected impact tree is a 5-tuple.

$EIT(V_i, V_s) = (V, E, \rho, \tau, \sigma)$, where

- $V$ is a set of vertices,
- $E : V \rightarrow V$ is a set of directed edges,
- $\rho : E \rightarrow \mathbb{R}$ is the probability of contribution per composition invocation,
- $\tau : V \rightarrow V_i \cup V_s$ specifies the type of the vertex,
- $\sigma : \{v \in V | \tau(v) = WS\} \mapsto \mathbb{R} \times \mathbb{R}$ Annotations of Web service vertices are in the first dimension “estimated impact”, and in the second dimension “expected SLO value”.
- $\sigma : \{v \in V | \tau(v) = COMP\} \mapsto \{1\} \times \mathbb{R}$ annotation of composed services specifies estimated SLO value based on composition structure. We use $\mathbb{R}$ instead of $\{1\} \times \mathbb{R}$ for brevity in the remainder of this chapter.

The expected impact tree supports identification of services with high influence on composition behavior. The type of considered SLO determines the transformation algorithm. For example, consider the example from Figure 7.7 representing a service composition where each run invokes two services in parallel: either S1 and S2, or S1 and S3. Intuitively, expected impact for S1 is $1 \cdot 10ms = 10$ since it is invoked every invocation (i.e., 1), and responds in 10 ms. S2 has an impact of $0.5 \cdot 20ms = 10$, and S3 of $0.5 \cdot 15 = 7.5$, assuming both have 50% chance of being chosen per invocation.

However, in practice structure (i.e., expected number of invocations) and performance (i.e., SLO value) are not sufficient to describe the realized impact. It can be expected that most times, S1 finishes before the other service (faster response time). Therefore, S1 usually does not contribute to overall response time since this is done by the longer
running service. In fact, the setting in which the services run (e.g., running parallel with high response time services) should be taken into account as well. As a consequence, each invoked service has an impact on composition costs. However, only the slowest responding service influences composition response time. To make this explicit, we create an expected impact tree for each monitored SLO (e.g., one for response time and one for costs). In other words, the structural behavior of response time and cost differ, hence, this different behavior requires different algorithms.

We only introduce algorithms for response time, and only parts of the algorithm are provided formally (pseudo code): the remaining parts are described informally since the formalization is lengthy, and does not contribute to the clarification of our approach. For example, the calculation code is not shown for OR-split with discriminative join because the code is longer, and the general principle is shown for the AND case. The goal of the expected impact tree is threefold:

- Estimate the behavior of the overall composition based on both contracts (SLAs) with the different service providers and the structure of the composition (i.e., calculate the \( \sigma \)-value).
- Estimate the impact (e.g., on response time) of each subtree on the overall composition (i.e., calculate the \( \rho \)-value for the edges).
- Estimate the impact (e.g., on response time) of each Web service on the overall composition (i.e., calculate the \( \sigma \)-value for the Web service).

All these estimations are based on contracts with the service providers, and on the structure of the composition. Both expected QoS and structure determine estimated probability that a service is invoked. As described, invocation of a service does not necessarily mean it actually contributes to, for example, the response time (e.g., in branches running parallel, only the longest running one has an impact). Therefore, Function 1 \( \text{calc}(v) \) determines the probability a service gets invoked and it actually contributes to the overall composition.

**Function 1** \( \text{calc}(v) \). Vertices \( V \) and edges \( E \) of the expected impact tree are equal to vertices \( V \) and edges \( E \) of the composition tree. The *structure* of both trees is the
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Function 1 calc(v)

\[\text{input : } v \in V \& \text{Composition Tree } CT = (V, E, \rho_{CT}, \tau_{CT}, \sigma_{CT})\]

\[\text{output : Expected average } rt \text{ of the composition & Expected Impact Tree } EIT = (V, E, \rho, \tau, \sigma)\]

1 switch \(\tau_{CT}(v)\) do
2   case COMP
3     \(\tau(v) = \text{COMP};\)
4     \(e_{\text{out}} = v \rightarrow v_y \in E;\)
5     \(\rho(e_{\text{out}}) = \rho_{CT}(e_{\text{out}});\)
6     \(\sigma(v) = \text{calc}(v_y);\)
7     return \(\sigma(v);\)
8   case AND
9     \(\tau(v) = \text{max(total)};\)
10    \(rt_{\text{max}} = 0;\)
11    \(v_{\text{max}} = v;\)
12    \(e_{\text{in}} = v_y \rightarrow v \in E;\)
13    foreach \(e_{\text{out}} = v \rightarrow v_y \in E\) do
14      \(\rho(e_{\text{out}}) = \rho(e_{\text{in}});\)
15      \(rt_y = \text{calc}(v_y);\)
16      if \(RT_y > rt_{\text{max}}\) then
17        \(RT_{\text{max}} = RT_y;\)
18        \(V_{\text{max}} = v_y;\)
19    foreach \(v \rightarrow v_y \in E\) do reassign\((v_y, 0)\);
20    return \(rt_{\text{max}};\)
21   case WS
22   \(\tau(v) = \text{WS};\)
23    \(e_{\text{in}} = v_y \rightarrow v \in E;\)
24    \(\text{impact}(\sigma(v)) = \rho(e_{\text{in}}) \cdot rt(\sigma_{CT}(v));\)
25    \(rt(\sigma(v)) = \text{calc}(\sigma_{CT}(v));\)
26    return \(rt(\sigma_{CT}(v));\)

Function 2 reassign(v, z)

\[\text{input : } v \in V \text{ and } z = \rho \text{ of incoming edge } v\]

1 \(e_{\text{in}} = v_y \rightarrow v \in E;\)
2 \(\rho(e_{\text{in}}) = z;\)
3 switch \(\tau_{CT}(v)\) do
4   case XOR
5     foreach \(e_{\text{out}} = v \rightarrow v_y \in E\) do reassign\((v_y, \rho(e_{\text{out}}));\)
6     case AND
7     foreach \(v \rightarrow v_y \in E\) do reassign\((v_y, \rho(e_{\text{in}}));\)
same, though annotation and naming of vertices and edges differ. The function traverses recursively through the composition tree, starting with the composition (COMP) vertex. Its calculations are divided into five steps.

1. When traversing the tree the name of each vertex (τ-value) is determined by its original type (cf. Function 1 calc(v) in Line 3, 9, & 22). For example, a parallel split is named max(total) in the expected impact tree for response time (cf. Table 7.7).

2. The probability an edge gets invoked (cf. Function 1 calc(v), ρ value assignment in Line 5 & 14) is determined by combining its local probability with the probability its parent edge gets invoked. Now, each Web service “knows” locally its probability for each composition invocation to be invoked.

3. Each vertex determines its expected average response time based on the expected response times of its children (i.e., the expected response times of services invoked in that subtree). For example, in Lines 13-15 of Function 1 calc(v), an AND vertex determines its expected response time based on the maximum response time of all its children.

4. Each vertex determines which child branches have an impact if they are chosen (i.e., expected contribution). For example, assume an AND vertex has one fast responding child compared to the other children. This child, most likely, does not contribute to the composition response time since it finishes before the rest (cf. calc(v), Lines 16-18). Now, each vertex has global knowledge on the expected behavior of its children.

5. This global information is propagated through the tree, annotating each branch with the probability it contributes to the composition per invocation (cf. Function reassign(v, n) invoked by calc(v) in Line 19).

As discussed above, we describe the calculation for OR-split with discriminative join informally. For each subset s of branches from the OR-split, we calculate likelihood of invocation l, and the expected response time of the subset. Since it is a discriminative join, expected response time depends on the fastest responding subset s'. For example, if four out of five branches are started, and three need to finish for the discriminative join to succeed, the theoretical minimum response time can only be the response time of the third-quickest service. Comparable calculations are done for the remaining vertex types.

Using this algorithm, the response time impact tree and the cost impact tree are calculated. A graphical representation of the trees of our illustrative example is depicted in Figure 7.8.

The response time impact tree from Figure 7.8(a) depicts expected average impact of each service on the response time of the composition. For the OR-split with discriminative join we calculate the estimated response time of each branch. For each subset of three branches (recall that three branches out of four are invoked) we calculate the invocation chance based on the estimated chance to be chosen on the branches. With the average
response time for each branch and the chance for each subset of branches to be invoked, we determine which branch, most likely, is the second to finish for each subset. Recall that the ORDISC-construct succeeds after the second branch responds. Now, we determine the average response time for the ORDISC based on the expected response time of each subset of three services and the invocation chance of that subset. For example, the first and second branch are expected never to be the second responding branch, therefore, their expected impact is 0. On average, the third branch with the XOR-split is expected to determine response time in 57% of the composition invocations. Recall from Figure 7.6 that the chance to be invoked for WS 4 and WS 5 is 0.4 and 0.6, respectively. Therefore, on average, WS 4 contributes $0.4 \cdot 0.57 = 0.23$ times to the overall response time when the composition is invoked. The impact of WS 4 (i.e., the average contribution to the total response time) is 0.23. This value is calculated using the average response time of WS 4 (6ms), the average response time of the composition (4.46 ms), and the number of times the WS is expected to contribute to the response time of the composition (0.23):

$$\frac{6}{4.46} \cdot 0.23 = 0.31.$$

The cost impact tree in Figure 7.8(b) depicts the expected average contribution of each Web service to the composition costs (i.e., the impact factors). Furthermore, it depicts how often a service is expected to contribute to the costs per composition invocation (i.e., the values on the branches). For costs it holds that each invoked service is paid. Therefore, ORDISC results in the summation of costs of a subset of its outgoing branches (in this case 3) (sum(subset)). For each subset of three branches we calculate the invocation chance. For each branch we determine the average invocation chance by summing up the chances of each subset where the service is contained. Results are depicted on the outgoing branches, and add up to 3 since each invocation of the composition results in the invocation of 3 branches that all contribute to the cost of the composition. For the XOR-split in the third branch we calculate the invocation chance for WS 4 and WS 5 ($0.4 \cdot 0.8 = 0.32$, and $0.6 \cdot 0.8 = 0.48$, respectively). Therefore, these Web services contribute to the composition cost. The expected impact factor of each service is again calculated by dividing average costs of the service (e.g., 4 euro for WS 1) with average composition costs ($\text{€14.47}$). We multiply this with the chance the service actually contributes (0.73):

$$\frac{4}{14.47} \cdot 0.73 = 0.20.$$

The formal notation of the impact trees of our example is as follows:
For this example, we derive that response time of the composition is influenced by WS 4, WS 5, and WS 6. Furthermore, we see that they have comparable impact. Concerning the composition cost, we derive that WS 4 and WS 5 have a comparable low impact, and
WS 6 contributes to almost 30% of the cost. Furthermore, we see for response time that WS 6 contributes in 43% of the invocations, and that WS 4 and WS 5 contribute in 23% and 34% of the invocations, respectively. For the costs, WS 1, WS 2, WS 3, and WS 6 all contribute in 70\% – 80%, and WS 4 and WS 5 only in 30\% – 50% of the invocations.

The main results of Step 7 are as follows:

- Formalization of the service composition with SLAs,
- Formalization of the expected impact trees for SLOs (i.e., formalization of the consistency constraints), and
- Algorithm for automatic translation from composition tree into expected impact trees.

### 7.9 Step 8: Log analysis

In the previous steps we analyze SLAs, define consistency constraints, and formalize SLA analysis. In Step 8 we demonstrate how we analyze event logs such that we can check consistency constraints at runtime.

At runtime we gather monitoring data from event logs. These logs contain information needed to check whether the composition is behaving according to the SLA specifications. We abstract this information from the event logs, and refer to this as the event log abstraction. Each Web service invocation is an entry in the event logs, and we need to recognize to which composition invocation it belongs. For example, if a Web service invocation is responded to, then this response is stored as entry in the event log. We discuss which information is necessary to monitor SLAs.

The challenge is to abstract useful information, and to structure it in a meaningful way. Focus of our monitoring approach is on the different SLOs of a composite service. Therefore, we capture information concerning the SLO (e.g., timestamps to measure response times and payment information for cost calculations). In addition, we capture data to correlate different messages. We accomplish this correlation by analyzing different time stamps on the service invocations in combination with the service composition structure. To enable abstracting necessary data from the event logs, we need to correlate the following information:

1. Messages exchanged between provider and customer during invocation of the composite service.
2. Services (and their messages) invoked by the composite service, i.e., the services a composite service depends on. This is achieved by either matching identifiers (as available, for example, with a BPEL implementation) or by doing semantic matching.
3. Instances of services belonging to one specific type of service (e.g., all instances of a premium account).

4. Grouping classes of services belonging to one business activity (e.g., all premium and normal account instances of service X).

5. Instances of services that are exchanged with the same business partner (e.g., all instances of services exchanged with content provider A).

6. Composite services that reuse data from the same service. Again this information is correlated through identifiers or by semantic matching.

To meet the identified correlation criteria we structure our event log abstraction in the following manner. Each composition invocation is represented as a list of invoked Web services for that composition instance:

- Issuer of the composite service,
- Type of service issued,
- Costs of the service,
- Set of messages exchanged with the issuer, and
- Set of service instances this composite service depends on.

Each service invoked in the composition is a 4-tuple containing a time stamp ($ts$), the name of the invoked Web service ($ws$), its costs ($costs$), and its response time ($rt$). For brevity, we denote timestamps in relative milliseconds instead of complete date and time notation.

An example of one instance of NewsRequest by a customer in event log abstraction notation is as follows.

<table>
<thead>
<tr>
<th>Composite Service:</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS(id1)= (CustomerX, NewsRequest, 0.50, [M(id2),M(id3)], [S(id4), S(id5)])</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Services:</th>
</tr>
</thead>
<tbody>
<tr>
<td>S(id4)= (M(id6), M(id7), 0.20)</td>
</tr>
<tr>
<td>S(id5)= (M(id8), M(id9), 0.15)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Messages:</th>
</tr>
</thead>
<tbody>
<tr>
<td>M(id2)= (1.0, CustomerX, Company, &quot;Dutch politics&quot;)</td>
</tr>
<tr>
<td>M(id3)= (5.5, Company, CustomerX, ContentY)</td>
</tr>
<tr>
<td>M(id6)= (2.0, Company, CP1, &quot;Dutch politics&quot;)</td>
</tr>
<tr>
<td>M(id7)= (4.2, CP1, Company, ContentY)</td>
</tr>
<tr>
<td>M(id8)= (2.1, Company, CP2, &quot;Dutch politics&quot;)</td>
</tr>
<tr>
<td>M(id9)= (5.1, CP2, Company, ContentZ)</td>
</tr>
</tbody>
</table>
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Here, composite service NewsRequest CS(id1) is issued by CustomerX for the price of 0.50 euro. Between the company and CustomerX, two messages M(id2) and M(id3) are exchanged, and the two services S(id4) and S(id5) are used by the company to fulfill the composite service. Both services S(id4) and S(id5) consist of two messages, and cost 0.20 and 0.15 euro, respectively. Each message M(idX) consists of a timestamp, issuer, recipient, and content of the message. In the given case, the customer wants an update on Dutch politics. Both CP1 and CP2 deliver news items (ContentY and ContentZ). The company sends ContentY since this is the first to arrive (4.2 ms < 5.1 ms).

7.10 Step 9: Causal analysis

In the previous steps we formalize SLA analysis to identify dependencies, and to use them to calculate estimated behavior of the service composition. In addition, we abstract necessary information from the event log. This makes it possible to compare estimated behavior in the dependency analysis with realized behavior described in the event log. The comparison allows us to identify SLA violations as well as possible causes for these violations. Identification of causes for violations allows developing a management strategy that minimizes the number of SLA violations.

For this, we first discuss how to construct realized impact tree that depicts what the realized service levels for the composition are. Secondly, we discuss how to compare estimated and realized impact trees, and we create a feedback tree that shows deviations between the two.

7.10.1 Realized impact tree

We use analysis of dependencies between services during development phase, and analysis of the impact these services have on the composition, in order to support monitoring composite services at runtime. The event log abstraction, containing results of bilateral communication, is compared with the SLOs. For example, if the SLO states response time is on average 3 ms, achieved average response time is easily calculated using timestamps. However, opposed to traditional monitoring approaches, we also consider SLO values of other invoked services in the composition during comparison. As a result, not only bilateral SLOs are assessed: a complete picture is provided on how the composite service is performing. The resulting model is referred to as the realized impact tree, and is defined as follows:

**Definition 12** (Realized impact tree). Let $V$, be the set of service vertices $\{WS, COMP\}$ and let $V'$ be the set of dependency vertices $\{\text{max(total), max(subset), max(one), sum(total), sum(subset), sum(one), sum(total)}\}$. A realized impact tree is a 5-tuple $RIT = (V', V_s) = (V, E, \rho, \tau, \sigma)$, where

- $V$ is a set of vertices,
- $E : V \rightarrow V$ is a set of directed edges,
- $\rho : E \rightarrow \mathbb{R}$ the average contribution per composition invocation,
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- \( \tau : V \rightarrow \mathcal{V} \cup \mathcal{V} \), specifies the vertex type,
- \( \sigma : \{ v \in V \mid \tau(v) = WS \} \rightarrow \mathbb{R} \times \mathbb{R} \) annotations of Web service vertices are in the first dimension: total contributed SLO value, and in the second dimension: total number of contributions,
- \( \sigma : \{ v \in V \mid \tau(v) = COMP \} \rightarrow \mathbb{R} \times \mathbb{R} \) annotations of the composition vertex is in the first dimension: total realized SLO value, and in the second dimension: total number of invocations.

The goal of the realized impact tree is threefold:

- Determine realized behavior of the service composition over a specific period of time (i.e., calculate \( \sigma' \)),
- Determine realized impact each subtree has on the overall composition (i.e., \( \rho \)-value of the edges), and
- Determine realized impact of each Web service on the composition (i.e., \( \sigma \) of the Web service vertices).

Algorithm 3: Realized impact. Vertices \( V \) and edges \( E \) of the realized impact tree are equal to vertices and edges in the composition. In other words, we assume the structure of the service composition is the same. Algorithm 3 shows implementation for response time. The code is only depicted for a subset of vertex types.

As argued before, not every Web service invocation contributes to the SLO value of the composition. Therefore, Algorithm 3 analyzes all entries in the event log abstraction (Line 3, Algorithm 3). Furthermore, it determines which entries (i.e., which Web service invocations) impact the composition based on composition structure and other service performance. For this, recursive Function addWS(v) is invoked in Line 5 of Algorithm 3. For example, the XOR-split determines which children (cf. Line 20 of Function addWS(v)) contribute to the overall response time (cf. Line 22-26), and returns all contributing Web service invocations in the subtree (cf. confirm, Line 27).

These entries are added to the confirmed list (Line 6, Algorithm 3). Furthermore, all confirmed entries are used to update total response time and total number of invocations (i.e., \( \sigma \)-values) of the services (Lines 7-10, Algorithm 3).

As a last step, Algorithm 3 determines for each edge the contribution per composition invocation (i.e., \( \rho \)-value) by invoking recursive Function calcImpact(vcomp) in Line 11. This function determines the number of contributions per composition invocation for each edge (i.e., its \( \rho \)-value). Web service leafs calculate \( \rho \)-value of the incoming edge (cf. Line 16-19 of Function calcImpact) by comparing number of leaf vertex invocations with total number of composition invocations. For example, if the composition is invoked 6 times, and the leaf vertex contributes 3 times, it contributes on average 0.5 times to each composition invocation. Each structural vertex combines information of its outgoing edges, and determines the \( \rho \)-value of the incoming edge. For example, in an AND-split
the overall contribution of the subtree is the summation of \( \rho \)-values of its outgoing edges (cf. Lines 11-14).

As a result, a realized impact tree is created for each SLO, similar to the estimated impact trees (cf. Figure 7.8).

Algorithm 3: Realized impact

```
input : Log File Model \( L \) and Composition Tree \( CT = (V,E,\rho_{CT},\mu_{CT},\tau_{CT},\sigma_{CT}) \)
output : Realized Impact Tree \( EIT = (V,E,\rho,\tau,\sigma) \)

1 \( confirmed = \emptyset; \)
2 \( v_{comp} = \{v \mid \tau_{CT}(v) = COMP\}; \)
3 \textbf{foreach} \( l \in L \) \textbf{do}
4 \hspace{1em} \textit{initially} = \( l; \)
5 \hspace{1em} \( (cf,rt,ts) = \text{addWS}(v_{comp}); \)
6 \hspace{1em} \( confirmed = confirmed \cup cf; \)
7 \textbf{foreach} \( \text{tuple} \in confirmed \) \textbf{do}
8 \hspace{1em} \( v = \text{wst(tuple)}; \)
9 \hspace{1em} \( rt(\sigma(v)) = rt(\sigma(v)) + rt(\text{tuple}); \)
10 \hspace{1em} \( \text{contribution}(\sigma(v)) + +; \)
11 \( \rho = \text{calcImpact}(v_{comp}); \)
```

7.10.2 Feedback tree

The feedback tree depicts deviations from agreed upon SLA values by comparing estimated and realized impact trees. Colors on edges and vertices are used to visualize these deviations. Currently, red, green, yellow, darkgreen, and colorless are used (i.e., \( \theta \)-values), but these colors can be extended or changed in any preferred way. Intuitively, red and yellow represent negative deviations, while green and darkgreen represent positive deviations.

The goal of the feedback tree is to support management in identifying causes for badly performing compositions. We accomplish this by giving feedback on:

1. Deviation between expected and realized behavior of the composition regarding a particular SLO (i.e., its \( \theta \)-value),

2. Deviation between expected and realized contribution of each subtree to the SLO of the composition,

3. Deviation between expected and realized contribution of each Web service in the composition, and

4. Realized contribution per invocation of Web services (i.e., \( \sigma \)-value) and subtrees (i.e., \( \rho \)-value).
7.10. STEP 9: CAUSAL ANALYSIS

Function 4 \text{addWS}(v)

\textbf{input} : v \in V
\textbf{output} : \text{(confirm, rt, ts)}: the set of contributing tuples \text{confirm}, with its overall \text{rt}, and the \text{ts} of the first started tuple \in \text{confirm}

1. \text{confirm} = \emptyset;
2. \text{rt} = 0;
3. \text{ts} = \text{Max};

4. switch \text{tCT}(v) do
   case \text{COMP}
   \hspace{1em} v \rightarrow v_{\text{child}} \in E;
   \hspace{1em} (\text{confirm}', r', t's') = \text{addWS}(v_{\text{child}});
   \hspace{1em} r(\sigma(v)) = r(\sigma(v)) + r';
   \hspace{1em} \text{invoc}(r(\sigma(v))) + +;
   \hspace{1em} \text{return} (\text{confirm}', r', t's');

   case \text{AND}
   \hspace{1em} \text{foreach} v \rightarrow v_{\text{child}} \in E \text{ do}
   \hspace{2em} (\text{confirm}', r', t's') = \text{addWS}(v_{\text{child}});
   \hspace{2em} \text{if} r' > r \text{ then}
   \hspace{3em} r = r';
   \hspace{3em} \text{confirm} = \text{confirm}';
   \hspace{3em} t's = t's';
   \hspace{2em} \text{return} (\text{confirm}, r, t's);\hspace{1em}

   case \text{XOR}
   \hspace{1em} \text{foreach} v \rightarrow v_{\text{child}} \in E \text{ do}
   \hspace{2em} (\text{confirm}', r', t's') = \text{addWS}(v_{\text{child}});
   \hspace{2em} \text{if} \text{confirm} \neq \emptyset \land t's < t's \text{ then}
   \hspace{3em} \text{if} \text{confirm} \neq \emptyset \text{ then} \text{initially} = \text{initially} \cup \text{confirm};
   \hspace{3em} r = r';
   \hspace{3em} \text{confirm} = \text{confirm}';
   \hspace{3em} t's = t's';
   \hspace{2em} \text{return} (\text{confirm}, r, t's);\hspace{1em}

   case \text{WS}
   \hspace{1em} \text{foreach} \text{tuple} \in \text{initially}, \text{ws}(\text{tuple}) = v \text{ do}
   \hspace{2em} \text{if} \text{ts}(\text{tuple}) < t's \text{ then}
   \hspace{3em} r = \text{rt}(\text{tuple});
   \hspace{3em} \text{confirm} = \text{tuple};
   \hspace{3em} t's = \text{ts}(\text{tuple});
   \hspace{2em} \text{if} \text{confirm} \neq \emptyset \text{ then}
   \hspace{3em} \text{initially} = \text{initially} \setminus \text{confirm};
   \hspace{3em} \text{return} (\text{confirm}, r, t's);
   \hspace{2em} \text{else}
   \hspace{3em} \text{return} (\emptyset, 0, 0);\hspace{1em}
Function 5 calcImpact(v)

\[
\begin{align*}
\text{input} & \quad : v \in V \\
1 & \quad v_{\text{comp}} = v \in V, \tau_C(v) = \text{COMP}; \\
2 & \quad e_{\text{inv}} = v \rightarrow v \in E; \\
3 & \quad \text{switch } \tau_C(v) \text{ do} \\
4 & \quad \quad \text{case COMP} \\
5 & \quad \quad \quad \tau(v) = \text{COMP}; \\
6 & \quad \quad \quad \rho = \text{calcImpact}(v_{\text{child}}); \\
7 & \quad \quad \quad \text{return } \rho; \\
8 & \quad \quad \text{case AND} \\
9 & \quad \quad \quad \tau(v) = \text{XOR}; \\
10 & \quad \quad \quad \text{contribution} = 0; \\
11 & \quad \quad \quad \text{foreach } v \rightarrow v_{\text{child}} \in E \text{ do} \\
12 & \quad \quad \quad \quad \rho_{\text{child}} = \text{calcImpact}(v_{\text{child}}); \\
13 & \quad \quad \quad \quad \text{contribution} = \text{contribution} + \rho_{\text{child}}; \\
14 & \quad \quad \quad \rho(e_{\text{inv}}) = \text{contribution}; \\
15 & \quad \quad \quad \text{return } \rho(e_{\text{inv}}); \\
16 & \quad \quad \text{case WS} \\
17 & \quad \quad \quad \tau(v) = \text{WS}; \\
18 & \quad \quad \quad \rho(e_{\text{inv}}) = \frac{\text{contribution}(v)}{\text{area}(C(v, v_{\text{comp}}))}; \\
19 & \quad \quad \quad \text{return } \rho(e_{\text{inv}}); 
\end{align*}
\]
Algorithm 6: Feedback tree. Vertices \( V \) and edges \( E \) of a feedback tree are equal to vertices \( V \) and edges \( E \) of estimated and realized impact tree. Algorithm 6 calculates the feedback tree by computing for each Web service vertex what its composition impact is (e.g., Line 5, Algorithm 6). This impact depends on the number of contributions per composition invocation (i.e., \( \rho \)-value), and average SLO when invoked (i.e., \( \sigma \)-value).

Assume Web service \( S_1 \) has an average response time of 10 ms, while the composition has 20 ms response time. If \( S_1 \) contributes in fifty percent of the composition invocations (i.e., \( \rho = 0.50 \)), the impact factor of \( S_1 \) is \( 10 \times 0.50 = 0.25 \). On average \( S_1 \) determines 25% of the composition response time.

Furthermore, the color of each Web service and composition is determined by invoking color\( (\text{real, est}) \) in Line 6 and 7 of Algorithm 6. This function determines deviation between realized and estimated values as depicted in Function 7. Each edge is annotated with the realized contribution per composition invocation in Line 9, and color (\( \theta \) value) is determined by calculating deviation between expected and realized contribution in Line 10.

The cost SLO of our illustrative example is evaluated and graphically represented in Figure 7.9. Using the event log abstraction, it is calculated that the average cost for invoking the composition is 14.47€. This is between 5 and 10% under performance, and,
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Therefore, colored yellow. Furthermore, we see that only WS 6 costs on average less than expected, i.e., the service is colored darkgreen. The other services all cost on average more per invocation from that agreed upon (i.e., colored red or yellow). We see that the branch with WS 3 is invoked less often than expected, i.e., is colored darkgreen, as opposed to the branch of WS 4 and WS 5 which is invoked more often than expected, i.e., they are colored red. WS 4 has a very low impact on the overall cost (IF 0.06), while the other Web services have an impact between 0.2 and 0.32.

The result of our approach enables users to:

- Identify how well each service is performing,
- Detect whether services are invoked as often as expected, and
- Determine the impact each service has on the composition regarding its SLOs.

In the given case, we derive that the exceeded composition costs are caused by its underlying services. These services, in turn, exceed their agreed upon invocation costs. Although WS 4 violates its costs SLO, its impact is low. Furthermore, the expensive branch (with WS 4 and WS 5) concerning costs is more often invoked than expected. The cheaper branch (i.e., the branch with WS 3) concerning costs, in turn, is invoked less often, causing the overall composition to exceed its agreed upon costs.

7.11 Related work on SLAs

7.11.1 SLA models

An important framework for specifying composite services is the WSLA framework by Keller et al. [66]. We use their structure and requirements on SLA definitions for our
approach. Their framework enables the specification of SLAs which enables monitoring composite services although this is not treated explicitly. Another framework for specifying web services is the WSOL framework by Tosic et al. [109]. Unique in this approach is offering service monitoring in classes rather than per instance. Tosic et al. also consider dependencies between different services in [48].

7.11.2 Managing Web services

Menasce [77] presents response time analysis of composed services to identify impact of slowed down services. The impact on the composition is computed using a Markov chain model. The result is a measure for the overall slow down depending on statistical likelihood of a service not delivering expected response time. As opposed to our approach, Menasse performs analysis at design-time rather than providing a runtime based analysis. In addition, our work provides a framework to cover structures beyond a fork-join arrangement.

A different approach with the same goal is the virtual resource manager proposed by Burchard et al. [31]. It targets a grid environment where a calculation task is distributed among different grid vertices for individual computation jobs. If a grid vertex fails to deliver the promised service level, a domain controller first reschedules the job onto a different vertex within the same domain. If this action fails, the domain controller attempts to query other domain controllers for passing over the computation job. Although the approach covers runtime, it follows a hierarchical autonomic recovery mechanism. MoDe4SLA focusses on identifying causes for correction on the level of business operations rather than on autonomous job scheduling. Further, in critical path analysis (CPA) for resource management the preferred order of tasks is determined by analyzing the graph containing all possible paths [115]. However, in CPA each path shows one possible execution, while in our analysis the complete graph depicts one execution. Furthermore, in MoDe4SLA we compare estimated with realized behavior which is not done in CPA.

In the COSMA approach Ludwig et al. [72] describe a framework for the life cycle management of SLAs in composite services. They recognize the problem of managing dependencies between different SLAs. However, it is difficult to compare their approach to ours since the framework is described on a high level and no details on the implementation are given. Furthermore, their COSMA doc component describes composite specific dependencies, but does not explicate what type of dependencies are considered.

The SALMon approach by Oriol et al. [91] aims at monitoring and adapting SOA systems at runtime. Monitoring is done for violations of SLAs. Furthermore, a decision component performs corrective actions so that SLAs are satisfied. This approach has similar goals to our management of SLAs for composite services approach. More specifically, they focus on the analysis and monitoring of SLAs, and based on the results management decisions are done. However, their approach does not focus on service compositions, but rather on runtime adaptability. As a consequence they are not concerned with dependencies between different SLAs.

In Moser et al. [81] an approach is described for automatically replacing services at
runtime without causing any downtime for the overall system. The BPEL processes are monitored according to their QoS attributes and replacement of services and partners is offered on various strategies. Although their approach has similarities to ours, their goals focus on runtime adaptability, and not on service compositions and their SLA dependencies.

7.11.3 Root Cause analysis

Another research community analyzes root causes in services. In responding approaches dependency models are used to find causes of violations within a company. Here, composite services are not considered, but merely services the company is responsible for on its own. For example, Agarwall et al. [5] determine the cause of a problem by using dependency graphs. Especially finding the cause of a problem when a service has an SLA with different metrics is here a challenging topic. Also Caswell et al. [34] use dependency models for managing internet services. Again, focussing on finding internal causes for problems. In our work we identify causes of violations in other services rather than internally. Furthermore, our dependencies between different services are on the same level of abstraction, while in root cause analysis one service is evaluated on different levels of abstraction.

7.11.4 Service monitoring approaches

Sahai et al. [100] aim at automated SLA monitoring by specifying SLAs and not only considering provider side guarantees, but focus also on distributed monitoring, taking the client side into account as well. Barbon et al. [11] enable runtime monitoring while separating the business logic from the monitoring functionality. For each instance of a process a monitor is created. Unique for this approach is the ability to also monitor classes of instances, enabling abstraction from an instance level. The smart monitoring approach of Baresi et al. [12] implements the monitor itself as a service. There are three types of monitors available for different aspects of the system. Their approach is developed to monitor specifically contracts with constraints. In [13] Baresi et al. present an approach to dynamically monitor BPEL processes by adding monitoring rules to the different processes. These rules are executed during runtime. Our approach does not require modifications to the process descriptions what might suit better to some application areas. An interesting approach in this direction is work by Mahbub et al. [74] who, as an exception, do consider the whole state of the system in their monitoring approach. They aim at monitoring derivations of behavior of the system. The requirements for monitoring are specified in event calculus and evaluated with runtime data. Although many of above mentioned approaches do consider third parties and also allow abstraction of results for composite services, none of them addresses how to create this abstraction in detail. Problems like matching messages from different processes as in our SubscribedNews example where databases are used, are not considered.
7.11.5 QoS-based service composition

Although our approach assumes the Web service composition is present, the process of Web service selection based on QoS criteria for the overall composition is closely related to our problem. More specifically, our approach monitors and manages the selections done in the service composition. Therefore, it is important to have an overview of widely used approaches for QoS based service composition. Many service selection approaches use linear programming methods although also alternative approaches exist.

Zeng et al. [118] propose a global planning approach for optimal service selection based on their QoS during execution of the composite service. The problem is addressed as optimization problem which is solved with a linear programming method. Berbner et al. [14] describe an approach for Web service composition taking QoS constraints into account where the authors provide a heuristic based approach. The results are computed by a relaxed integer program. Ardagna and Pernici [9] provide a Web service selection approach for service compositions using an optimization approach with mixed integer linear programming. Their approach allows specification of both local constraints on Web services as well as global constraints for the composition concerning QoS. Canfora et al. [32] are an exception to the linear programming approaches and describe an approach for Web service composition taking QoS constraints into account using Genetic Algorithms. Their claim is that although Genetic Algorithms are slower than integer programming approaches, their approach is better scalable. The aim of their approach is to do late-binding of services at runtime.

7.12 Summary

In this chapter we apply the method for managing dependency relations between models for inter-organizational cooperations (see Chapter 4) to monitoring SLAs of composite services. We show how to apply the different steps. Furthermore, we show that with using this method it becomes possible to formalize the derivation of impact trees and feedback trees so that automation and implementation become more straightforward. This case is illustrated with the use of a running example. In Section 10.3 we discuss the lessons learnt from applying our method for managing dependencies between inter-organizational models to the given case.

The main result of this chapter is the use of contribution factors, where we describe the contribution of each subtree to the composition, and the use of impact factors, where we describe the contribution of each service to a specific SLO of the composition.

The result supports the company in managing its composite services for detection and coverage of SLA violations. More specifically, decisions on whether or not to change content provider, whether or not to change certain SLAs, and which SLAs should be reconsidered are supported by depicting dependencies between services.
In Chapter 7 we illustrate the use of our MaDe4IC method for managing SLAs of composite services. In this chapter we show how the results of this analysis are implemented [24]. We provide a mechanism to identify causes for SLA violations of composite services. These causes are either due to under performance of services the composition depends on, or due to differences between estimated behavior of the composition and actual behavior at runtime. For this implementation we use the dependency relations and algorithms identified in Chapter 7. In Chapter 9 we then use our proof-of-concept prototype to evaluate usefulness of our solution for managing SLAs of composite services.

We demonstrate the implementation by means of an example scenario case as discussed in Section 8.1. In Section 8.2 we discuss implemented analysis techniques. These constraints are adopted from Section 7.8. In Section 8.3 we discuss how our MoDe4SLA simulator works. Furthermore, Section 8.4 shows how our MoDe4SLA simulator is used to analyze causes for composition SLA violations, and how a service manager uses visualization results from the simulator to identify these causes.

### 8.1 Example scenario

In the following we use an abstract example to illustrate the implementation of MoDe4SLA. The use of an abstract example allows us to focus on the approach, and illustrate the complexity of the problem without obscuring it with real-life details. Figure 8.1 depicts the composition of our example scenario where invocation of the composite service results in the invocation of a subset of 17 dependent services. Each invocation of the composition triggers the invocation of WS 1 - WS 7, WS 13, WS 16, and WS 17. In addition, either WS 8, WS 12, or the Loop-construct is chosen (due to the XOR-construct). Each outgoing edge of the XOR-construct is annotated with the chance to be chosen compared to its siblings. For example, the chances to be chosen for WS 8, Loop, and WS 12 are 0.72 : 0.15 : 0.13. When the Loop-construct is chosen, WS 9, WS 10, and WS 11 are invoked in a sequence, which is, on average, repeated 3 times. Furthermore, either WS 14 or WS 15
is invoked (ORDISC-construct with ratio 0.89 : 0.11). Except for the services in the Loop sequence, all services are invoked in parallel.

Each service has an agreed upon QoS level. This QoS level is part of the SLAs between provider and customer. Figure 8.2 depicts the same composition as Figure 8.1, but focuses on the agreed upon QoS levels. Each Web service is annotated with a minimum, mean, and maximum agreed upon cost and response time for each invocation. These values are also given for the level of service offered to customers invoking the composite service.

### 8.2 Implementation

The implementation of the algorithms from Chapter 7 is discussed in this chapter. Therefore, we describe specificities of the implementation without discussing the different algorithms in detail again. However, we focus on describing how the algorithms are implemented. The algorithms formalize how to calculate estimated impact trees and realized impact trees using the composition as depicted in Figure 8.1 (with its estimated values and, at runtime, realized values for each service as monitored in the event logs). These trees show how the composite service depends on the services implementing it. The calculations used for the analysis are based on the number of times a service is invoked per service composition, and on the average SLO value the service achieved. Firstly, we describe contribution factors that depict the chance a branch in the composition tree contributes to the composition. Contributing branches are branches that influence the SLO value of the composition. Secondly, we describe how invoked Web services in a composition contribute to the composite service concerning costs and response time. For this we use average SLO values. Furthermore, we describe how we combine contribution factors and service contribution to an overall impact measure of each service on the composition, namely the impact factors.
Figure 8.2: Example scenario: Agreed upon QoS
8.2.1 Contribution factors

The vertices and nodes of each impact tree indicate how the composition depends on the different services. In addition, certain quantifications are done to indicate how big this impact is. Here, we discuss quantification of branches in the impact trees. Each branch in the tree is annotated with a value. For each invocation, this value indicates the number of times a branch contributes to the composition. For estimated impact trees these values are estimations based on the composition structure and additional knowledge (e.g., preferences for invoking a certain service). For the realized impact trees these values are derived from event logs. Unless Loop-constructs are present in the composition, each value annotated to an edge is less than or equal to 1 since each service contributes at maximum one time per composition invocation to the composition value. Consider, for example, Figure 8.3 which depicts the estimated impact tree for costs based on the composition structure and estimations on number of invocations. The third construct in this tree (i.e., the XOR-construct) has three outgoing edges. Each edge has its own probability to contribute to the costs of the composition for each invocation. In this case, each composition invocation, Web service 8 (WS 8) contributes on average 0.72 times to the overall costs. In other words, the composition manager expects that WS 8 contributes about 7 out of 10 times to the composition costs.

For costs the chance to contribute to the composition is equal to the chance of being invoked. More precisely, if a service is invoked it also is paid for. Since estimations on which services are more likely to be chosen are present in the composition tree (cf. Figure 8.1), the contribution factor for costs is easily calculated. When there are no estimations...
available on the likelihood to be chosen, each branch is awarded an equal ratio. For example, if always one out of two services are invoked, and no preference ratio is given, our implementation assumes these chances to be equal.

For response time the situation is a bit more complex. Not every invoked service also contributes to the overall response time. For example, in two parallel running branches, fastest responding branch does not contribute to the response time of the composition since the composition waits for the slowest responding branch anyway. As a consequence, the chance to contribute to the response time of the composition does not only depend on whether a branch is invoked, but also on the performance of branches running in parallel, i.e., on the behavior of its siblings. In the implementation, the default is that the chance a service is chosen is equal to the chance a service contributes, except when the parent construct informs the branch about sibling branches that are more likely to contribute. A precise description of this algorithm is found in Chapter 7 where Function $calc(v)$ (see page 142) determines the probability a service gets invoked, and actually contributes to the overall composition.

### 8.2.2 Service contribution

For calculating estimated average contribution of a service to the overall response time or cost of the composition, we use average agreed upon response time and cost in the SLA. For the realized average contribution, we use average value of these invocations of services where the invocation actually contributed to the overall cost or response time of the composition. As a result, not every invoked service is considered in these calculations. Therefore, our approach does not substitute bilateral monitoring since the aim is to diagnose causes for violations in the composition.

Average realized service contribution concerning costs is calculated by considering each invoked service, since invocation of a service means the service is paid for. In other words, realized average costs for a service are equal to average realized contribution for a service.

Average realized service contribution concerning response time is again more complex to calculate since not each invocation of a service means the service contributes to the overall response time. This is, for example, the case in branches that run in parallel.

When only considering branches and services that influence the QoS of the composition, it also becomes possible to identify outliers. These outliers are services that might on average function very well (and, therefore, might satisfy its SLAs), but show great variability concerning their QoS, and, therefore, cause the overall composition to violate its SLA on a regular basis.

In our proof-of-concept implementation we, therefore, make a distinction between unconsidered services and rolled back ones. The first category contains services which are invoked and finished before the overall composition finishes, but which nevertheless do not contribute to overall response time. These services contribute to the cost since they are invoked. The second category contains services which are invoked, but did not yet finish when the overall composition finishes. This situation occurs, for example, when
only considering the fastest responding service. These services contribute to costs, but not to overall response time.

8.2.3 Impact factors

In impact trees each service is annotated with an impact factor (cf. IF in Figure 8.3). This impact factor is a combination of contribution factor and average service contribution. The value indicates the average contribution percentage to the composition concerning an SLO.

We calculate the impact factor by multiplying the contribution factor (i.e., the number of times a service contributes per composition invocation), with the average service contribution (i.e., the average SLO value of a service when it contributes to the composition). We divide this value with the average SLO value of the composition. Therefore, the impact factor of a service indicates its average contribution. For example, in Figure 8.3 WS 13 has an expected impact factor of 0.1675 for costs. This indicates it is expected that WS 13 contributes on average 16.75% to the overall costs of the composition. As a result, in the MoDe4SLA analysis, impact factors represent a combination of the structure of the composition (i.e., the branch value) and the SLO values of the services. Consequently, impact factors of the services in one composition add up to 1.

8.3 Generation and execution

For the MoDe4SLA approach, we implement a simulator to generate random service compositions with accompanying SLAs. In addition, this simulator simulates invocations of the composition where the different SLAs are regularly violated. These invocations are monitored by logging necessary information, for example, number of invocations, response times, and costs. Furthermore, our implementation provides necessary analysis of the compositions and event logs, and it creates the impact and feedback trees. For the simulation part we adapt and extend SENECA [62], an existing simulation environment for composite services.

This simulation environment implements (a) a structural model of service compositions and (b) a QoS model for handling QoS attributes of the services in the composition. The generation of compositions is performed randomly with particular input parameters. The parameters are the number of services in total and the range of the planned QoS delivered. By using the standard random number generator of the Java platform, the software then generates the following two main parts.

Firstly, the structure of the composition is created. At a given point, the generation software decides between placing a service or a composition structure containing services, both with equal probability. Based on this schema, compositions can result in a flat sequence of services, or contain nested structures forming a more sophisticated execution plan. There are seven basic executions patterns [62] chosen from the workflow patterns by Aalst et al. [1]. The number of services incorporated in the composition is determined by the user.
Secondly, the QoS delivered by the service is created. Originally, this function is used to perform simulations for optimizing QoS of service compositions [62]. We extend SENECA with the possibility of SLA violation at runtime by implementing some randomization. The generator builds up a data structure in application memory that allows the environment to simulate the execution of a service composition.

The discrete event simulation simulates the pass of a second (this is the unit of the simulated response time SLO), and tracks the progress among the services of the composition. If a service is finished, the next service is triggered according to the execution plan. Each service implements the simulation to either start or finish the work as planned. In addition, a random function allows to violate the agreed upon QoS by running longer or charging higher costs. The simulation software generates a log output that contains all events occurring during execution of the composition. For example, consider Figure 8.4 that depicts part of the event log created at runtime for our example scenario. This log file shows aggregated information on realized average values of the services, its total number of invocations, and the average number of times a loop is invoked per composition. Aside from these aggregated logs, logs with raw data are available as well. Furthermore, we add to SENECA creation of impact trees using the log after passing the total execution time for the composition. Calculations and derivations are done according to the different algorithms presented in Step 7 of Section 7.8. At the end of the simulation the user has the feedback models and monitoring results available for use.

**8.4 Visualization**

The goal of MoDe4SLA is to provide information on the composition performance to service developers through the graphical feedback model as generated by our MoDe4SLA simulator. This information is used to evolve the composition by tuning the structure or renegotiating SLAs of the services. The feedback trees (cf. Figure 8.5 and Figure 8.6) indicate differences between design time estimations based on SLAs, and realized values monitored in the event log. More particular, the feedback tree shows the cause of an SLA violation.

The difference between agreed upon and real-life values is depicted using colors for branches to indicate deviations in real life from estimated contribution factors. Colored services indicate deviations in real life from agreed upon average service contributions. As discussed, the impact factors indicate the combination of these two measures showing average contribution to the composition. Every service is annotated with its realized impact factor.

For color coding we use red to indicate worse performance than expected based on the SLA, while green indicates proper performance of the service. Yellow indicates the service is not performing perfectly, but still within the boundaries set by the company, and dark green indicates a service runs even better than the company anticipated. Uncolored services indicate the services never contributes to the overall response time in the considered event log. Therefore, their impact is zero. The edges are colored in the same manner,
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Realized QoS of the composition:
- Response Time (min, mean, max): 48.0, 174.86957, 1036.0
- Costs (min, mean, max): 5590.6934, 8478.282, 25450.111
- Total number of invocations: 23

AND split and join.

Subelement:
- Web Service No 1 with QoS:
  - Response Time: (min, mean, max): 7.0, 12.565217, 21.0
  - Cost: (min, mean, max): 39.184357, 288.40488, 607.5144
  - Total # of invocations: 23

Subelement:
- Web Service No 2 with QoS:
  - Response Time: (min, mean, max): 30.0, 40.434784, 63.0
  - Cost: (min, mean, max): 335.96082, 922.88495, 1502.9639
  - Total # of invocations: 23

Subelement:
- Web Service No 3 with QoS:
  - Response Time: (min, mean, max): 20.0, 37.869564, 54.0
  - Cost: (min, mean, max): 161.43155, 574.28046, 1251.6294
  - Total # of invocations: 23

Subelement:
- Web Service No 4 with QoS:
  - Response Time: (min, mean, max): 14.0, 40.04348, 69.0
  - Cost: (min, mean, max): 341.64148, 848.5004, 1338.3586
  - Total # of invocations: 23

Subelement:
- Web Service No 5 with QoS:
  - Response Time: (min, mean, max): 1.0, 13.782609, 21.0
  - Cost: (min, mean, max): 62.765213, 157.46265, 242.28073
  - Total # of invocations: 23

Subelement:
- XOR split and XOR join.

Subelement, [0.74]:
- Web Service No 6 with QoS:
  - Response Time: (min, mean, max): 33.0, 61.608696, 92.0
  - Cost: (min, mean, max): 257.6671, 449.0448, 714.92725
  - Total # of invocations: 23

Subelement, [0.13]:
- Loop (Estimated: 5 times).
  - On average 7.6666666 iterations per invocation, with:
    - 7 iterations minimum
    - 9 iterations maximum
  - Total # of iterations: 23

Subelement:
- Web Service No 7 with QoS:
  - Response Time: (min, mean, max): 31.0, 61.304388, 104.0
  - Cost: (min, mean, max): 172.90501, 330.1317, 451.6234
  - Total # of invocations: 23

Subelement:
- XOR split and XOR join.

Subelement, [0.74]:
- Web Service No 8 with QoS:
  - Response Time: (min, mean, max): 33.0, 67.588234, 101.0
  - Cost: (min, mean, max): 456.34702, 591.18994, 754.9042
  - Total # of invocations: 17

Subelement, [0.13]:
- Loop (Estimated: 5 times).
  - On average 7.6666666 iterations per invocation, with:
    - 7 iterations minimum
    - 9 iterations maximum
  - Total # of iterations: 23

Subelement:
- Web Service No 9 with QoS:
  - Response Time: (min, mean, max): 17.0, 34.39130, 55.0
  - Cost: (min, mean, max): 655.439, 1162.9155, 1749.987
  - Total # of invocations: 23

Subelement:
- Web Service No 10 with QoS:
  - Response Time: (min, mean, max): 9.0, 31.782609, 66.0
  - Cost: (min, mean, max): 28.27946, 57.33591, 104.81079
  - Total # of invocations: 23

Subelement:
- Web Service No 11 with QoS:
  - Response Time: (min, mean, max): 7.0, 40.04348, 81.0
  - Cost: (min, mean, max): 363.83832, 811.3514, 1204.1954
  - Total # of invocations: 23

Subelement, [0.13]:
- Web Service No 12 with QoS:
  - Response Time: (min, mean, max): 3.0, 7.0, 14.0
  - Cost: (min, mean, max): 388.61462, 854.22363, 1091.9017
  - Total # of invocations: 3

Subelement:
- Web Service No 13 with QoS:
  - Response Time: (min, mean, max): 10.0, 22.043478, 37.0
  - Cost: (min, mean, max): 203.39478, 1530.2379, 2630.816
  - Total # of invocations: 23

Figure 8.4: Example scenario: Realized QoS
8.4. VISUALIZATION

Figure 8.5: Monitoring example scenario: Cost feedback tree

- Performance of service WS 13 is the first factor. This service is malfunctioning (i.e., violates its SLA, and is, therefore, colored red), and has an impact factor (IF) of 0.1763. The latter means that almost 18% of the overall costs are contributed by this service.
- Structure of the composition is the second factor. Services WS 9, WS 10, and WS 11 are contributing more often than expected (i.e., red incoming edges). This increased number of service invocations for each composition invocation causes elevated overall costs.

In this case, several solutions are possible. For example, badly performing WS 13 can be replaced or renegotiated. It is also possible to change the structure of the composition in such a way that WS 9, WS 10, and WS 11 are not invoked that often. Furthermore, we conclude that although WS 17 is not functioning properly, its impact factor is too low (i.e., 2%) such that it cannot be the main cause for the composition violation. Furthermore, several services are over-performing (i.e., they are dark green). If bad performance problems are solved, these over-performing services positively influence composition costs.

Figure 8.6 depicts the response time feedback tree of our running example. Response time wise, the composition is under-performing (i.e., it is colored red). The same holds for most services it depends on. The three services with highest impact factors (i.e., WS 8, WS 9, and WS 10) are colored yellow or red. Together, they are responsible for over 50% of overall response time. Furthermore, the structure of the composition shows deviations...
as well. Several branches are colored red, i.e., these branches are contributing more often than expected. In addition, these branches point to services that are responding too slowly. These factors together result in a slow response time of the composition.

In this case, the most obvious solutions are to replace or renegotiate all under-performing services, and to adapt the structure of the composition in such a way that certain branches contribute less frequently to the overall response time. Another solution is to adapt the offered SLO for response time to customers so that slower response times are expected. Furthermore, we conclude that many services have no impact on the composition concerning response time (i.e., they are not colored), and therefore, are not considered for a causal analysis of bad performance of the composition. Excluding a subset of services for causal analysis saves valuable maintenance time. In addition, it is concluded that these services perform better than necessary. Possibly, their SLOs are renegotiated, or maybe they are replaced with cheaper (but slower) services.

The impact factors, together with coloring branches and services, ease identification of badly performing services with high impact. Consequently, management of compositions consisting of many services becomes more straightforward.
8.5 Summary

In this chapter we show how our MoDe4SLA simulator for monitoring and analyzing causes for SLA violations is implemented and used to manage service compositions. More precisely, we show how to implement the different analysis algorithms introduced in Chapter 7, and how monitoring and analysis at runtime work. In addition to implementation of the constraints, and monitoring of the model, we depict how to use this information for managing the SLAs of the composition. More particularly, we show how to visualize deviations between estimations in the composition and runtime results in the event log. Our analysis enables identification of causes for violations that are missed in traditional bilateral monitoring approaches.
CHAPTER 9

EVALUATION OF MODE4SLA: SERVICE COMPOSITIONS

MoDe4SLA identifies complex dependencies between Service Level Agreements (SLAs) in a service composition. By explicating these dependencies, causes of SLA violations of a service might be explained by malfunctioning of the services it depends on. MoDe4SLA assists managers in identifying such causes. Effectively managing compositions results in competitive service level offerings to customers with maximum profit for the business. Furthermore, insights on services run by other providers, helps managers to plan negotiation strategies concerning SLAs.

In this chapter we discuss possibilities for evaluating the MoDe4SLA approach [19]. We discuss effectiveness for the business if maintenance is done using our approach, and usefulness for managers burdened with actual maintenance of compositions. Effectiveness is evaluated by comparing runtime results of SLA management using MoDe4SLA with runtime results of unsupported management. Indicators for effectiveness are cost reduction, and increase in customer satisfaction. We discuss our evaluation plan in Section 9.1, while the evaluation itself constitutes future research. Usefulness is evaluated by asking experts to manage simulated runs of service compositions using MoDe4SLA. Their opinion on the approach is an indicator for its usefulness. This part of the evaluation and its setup are discussed in Section 9.2. Following this, we discuss the course of the evaluation and evaluation results in Sections 9.3 and 9.4, respectively.

Since we do not have access to real composition monitoring data, we use the implementation of our MoDe4SLA simulator for running composite services as discussed in Chapter 8. Experts from both industry and academia are asked to manage these generated compositions, both with and without using MoDe4SLA.

9.1 Evaluation plan for effectiveness

To evaluate effectiveness of MoDe4SLA, we plan to test performance of compositions managed by experts using MoDe4SLA. We compare these results with a control group that does not use MoDe4SLA. The latter applies when bringing actors in the composition
closer to their goal, i.e., when the approach points to services causing bad performance of the composition. The level of customer satisfaction and profits made by the company are key indicators for evaluating effectiveness:

The MoDe4SLA approach is considered to be effective if managing a service composition using this approach leads to better results than managing the composition without it.

We define better in this case as having better business results. In our opinion, this is a twofold process, where both customer satisfaction and profit are maximized (cf. Table 9.1). We assume customer satisfaction is high if the number of SLA violations is low, costs for the customer are low, and response time is low. We assume violations being associated with high penalties having a more negative impact on customer satisfaction than low penalties. Therefore, customer satisfaction is measured through three indicators: payments for violations, average response time, and average costs for the composition (cf. Table 9.1).

Maximizing profit is achieved through minimizing costs and maximizing income (cf. Table 9.1). In our case, these costs consist of costs for services and payments for penalties. Income is generated through payments by customers and payments by providers for SLA violations. The total payments for services to providers and for SLA violations paid to customers are subtracted from this income.

To evaluate effectiveness, we plan to extend the implementation so that it becomes possible to rerun the composition after some management choices have been made by the
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<table>
<thead>
<tr>
<th>Minimize</th>
<th>Maximize</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer Satisfaction</td>
<td></td>
</tr>
<tr>
<td>violation costs</td>
<td>-</td>
</tr>
<tr>
<td>average response time</td>
<td>-</td>
</tr>
<tr>
<td>average costs</td>
<td>-</td>
</tr>
<tr>
<td>Profits</td>
<td></td>
</tr>
<tr>
<td>service costs</td>
<td>customer payments</td>
</tr>
<tr>
<td>violation payments</td>
<td>violations paid by providers</td>
</tr>
</tbody>
</table>

Table 9.1: Effectiveness indicators

expert. Figure 9.1 depicts an overview of the effectiveness evaluation approach. Furthermore, we adapt parts of the service behavior, we add a renegotiation of SLAs, and finally we evaluate effectiveness of the approach.

In real life, services in a composition behave differently than expected. These differences arise, for example, due to different content of services, and different services are offered by different providers. The difference in behavior, together with the complexity of the composition structure, make it difficult to manage the services. In addition, managers can neither influence behavior of services provided by other companies nor can they predict their behavior other than by relying on SLAs. To simulate this real-life complexity, we implement different types of behavior for services. For example, some simulated services have low variability in response time, and never violate the SLA, while other services have higher variability in response time, and violate the SLA more frequently. Each simulated service gets assigned a behavior type at design time. Which type of behavior is assigned to the service, is unknown to the participants in the experiment.

To realize this, we implement agents to steer the different services in a composition. Each agent gets assigned a behavior type, for example, the reliable behavior type. Behavior of the service depends on both behavior type and agreed upon SLA. For example, if the agent behavior type is reliable and agreed upon response time is lower than 10 ms, the simulator will generate a random distribution of response times for the next 100,000 invocations. This distribution is created with the parameters reliable and lower than 10 ms. During the simulation, with each invocation of the service, a response time is randomly chosen from this distribution. As a result each service shows different behavior, fitting its SLA. Some services might violate their SLAs more severely, or more frequently than other services due to their assigned behavior type.

After running the composition the expert is asked to renegotiate SLAs for a subset of the services. In practice, determining which SLAs to renegotiate is particularly difficult for complex compositions, i.e., compositions with many services and constructs. Since the MoDe4SLA tool graphically pinpoints badly performing services and, moreover, indicates the impact these services have on the composition, it becomes possible to prioritize SLAs, decreasing management efforts.

As described, services in the simulator have unique behavior: some perform with only minor deviation in, for example, response time, while others fluctuate more. In a perfect agreement, the SLA between provider and customer reflects this behavior exactly.
In practice, however, it is necessary to monitor service behavior and to renegotiate the SLAs for badly performing services. In these negotiations provider and customer have conflicting interest since both aim at maximizing monetary benefits. To simulate this in the evaluation, the experts are asked to select a subset of services for renegotiation after the first run. Each service agent offers three new possible SLAs to the expert. For example, the original SLA has fast response time, but low violation penalties. A newly offered SLA by the agent might have slower response time, but high penalties when being violated. These new SLAs are generated taking the behavior type of the agent as well as the original SLA into account. Some of the new SLAs will fit better to the service from the customer perspective and some will fit the service better from a provider perspective. The challenge for the expert is to make choices beneficial for his company.

We use one test group and one control group for each tested service composition. The test group uses MoDe4SLA to choose services they want to renegotiate, while the control group uses log files only. MoDe4SLA is designed to assist the user in making choices on which services to renegotiate. Furthermore, MoDe4SLA pinpoints to the exact problems of the service so that choices between newly offered SLAs are easier to make. If the expert successfully identifies services with high impact on the composition and performing badly according to their SLAs, renegotiation will have to result in better runtime results of the test group in comparison to the control group (cf. Table 9.1).

9.2 Evaluating usefulness: Setup

To evaluate usefulness, we interview experts, asking them to make a statement on how useful they perceive the approach when managing the compositions. We use the following criterion to evaluate usefulness:

MoDe4SLA is considered as being useful when experts testing it perceive the feedback given by MoDe4SLA as more useful for managing and maintaining the composition than when only using bilateral monitoring results.

Common management approaches return bilateral monitoring results to the user. They do not provide information on the relation between the different services, but merely return performance of each individual service. For evaluating our MoDe4SLA approach, the simulator (cf. Section 8.3) is able to perform a discrete event simulation when running the composition with service candidates. Figure 9.2 depicts an overview of this simulator’s functionality. SENECA randomly generates a composition structure for a given number of services. Actually considered structures in the simulator are sequence, loop, XOR-split/XOR-join, AND-split and OR-split (with either a normal join or a discriminative join). A discriminative join indicates the structure succeeds if a subset of incoming services succeeds. For example, when only considering the fastest three out of five responding services, this is a discriminative join.

We extend the implementation of an existing simulator, SENECA [62], with generating impact models and with an analyzer module (cf. Figure 9.2). This simulator randomly
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Figure 9.2: Evaluating usefulness

generates a composition structure for a given number of services. To each created service in the composition a randomly generated SLA is assigned. The impact models are derived based on the composition structure and SLAs. SENECA simulates invocation of services according to the composition structure. Accordingly, services might violate their SLAs. The simulator gathers runtime data and generates the feedback models.

The experts for our evaluation are from both academia and industry. We start each session with a training period to explain our approach and the simulator. Furthermore, we provide a presentation, and we explain two complete examples. After the training period we start the evaluation. For this, we prepare three different types of compositions with respect to complexity. The complete set of documents handed out to the experts for evaluation, including the questionnaire, is depicted in Appendix A.2. The first test case consists of five services with three constructs. The second test case consists of ten services with one OR-split and one discriminative join. The third test case consists of seventeen services connected through five constructs.

Each test case is invoked for a random number of times in the simulator. For the first test case this is 81 times, for the second one 260 times, and for the third case 23 times. For each case it holds that SLA agreements for the services are violated from time to time. These runtime results are gathered by the simulator for classical bilateral monitoring as well as for our instance-based monitoring approach. For each composition we prepare two documents. The MoDe4SLA document contains the feedback models for both response time and costs, while the control document contains performance data for each service, but does not provide information on how they are related. The main goal of our evaluation is to test the following hypothesis:
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The MoDe4SLA document has a clear benefit over the control document for managing the composition.

We evaluate this hypothesis by conducting a survey among the experts where we find out how they feel about:

**RQ1** Accuracy of identifying malfunctioning services using MoDe4SLA compared to using bilateral monitoring results,

**RQ2** Efficiency when identifying malfunctioning services using MoDe4SLA compared to using bilateral monitoring results, and

**RQ3** Confidence the experts have in their answers when using MoDe4SLA compared to using bilateral monitoring results.

Aside from testing the above mentioned hypothesis, the aim of this evaluation is also to learn about following items:

**RQ4** How complex is the MoDe4SLA approach for users?

**RQ5** Which possible improvements for the MoDe4SLA approach do experts suggest?

**RQ6** Is there related work that we overlooked in our literature study which is suggested by our experts?

For this purpose, we prepare a questionnaire containing 49 questions that experts answer before, during and after the evaluation. Most questions have a typical five-level Likert item to rate the response of the experts:

1. Strongly disagree
2. Disagree
3. Neither agree nor disagree
4. Agree
5. Strongly agree

### 9.3 Course of evaluating usefulness

Our evaluation starts at Friday 9 January 2009 with a test run where we do the evaluation with three colleagues. This test run is intended to find out particular problems or errors
in examples, test cases, and questionnaire. The result is the addition of a front sheet that depicts the composition graphically. The minutes of this evaluation can be found in Appendix A.1. After this test run, we conduct six more sessions with in total 34 participants from several universities and companies. In general, such a session consists of three parts:

1. A PowerPoint presentation of at least 15 minutes explaining in detail the goal of the approach.

2. Discussion of two example cases where the presentation of both bilateral monitoring results and MoDe4SLA feedback model results are explained. This explanation includes a discussion on how to interpret results.

3. The actual evaluation consists of a sequence of events:
   
   (a) Answer a set of introductory questions.
   (b) Study the first test case composition with expected values.
   (c) Answer a set of questions about the composition complexity.
   (d) Study bilateral monitoring results.
   (e) Answer a set of questions about these results.
   (f) Study MoDe4SLA feedback models.
   (g) Answer questions about these models.
   (h) Repeat these steps for the second and third test case.
   (i) Conclude with answering some general questions.

9.4 Conclusions from evaluating usefulness

In this section we present the most important results of our evaluation. First, we introduce some demographics after which we discuss statistics from the answers that relate to the questions listed in Section 9.2. We conclude with some interesting results when analyzing relations between different outliers in questions. A complete list of statistics on all questions can be found in Appendix A.3. Please, note that answers to Question 48 are not included since these are names and email addresses of our participants.

9.4.1 Demographics

Two of our experts come from industry, nine come from both industry and academia, and 23 experts come from academia. 15% of the experts have experience using tools for managing composite services, and the same percentage in developing such tools. 60% of the participants have not worked with composite services, while the remaining 40% have varying experience from less than a year to over three years. Only 9% of the participants consider themselves having a high level of expertise in managing composite services, while 32% are undecided, and 59% consider themselves having a low level of expertise.
We conclude that although our participants are familiar with service compositions, on average, their expertise in managing them is not high. The advantage is that this inexperience helps us in determining how difficult it is to learn to manage service compositions with MoDe4SLA. As disadvantage, we cannot expect much feedback on possible other approaches for managing service compositions our participants are aware of.

9.4.2 Statistics

We start each test case with a question on how complex the participants feel the test case is (Test Case 1 with 5 services: Question 8, Test Case 2 with 10 services: Question 19, Test Case 3 with 17 services: Question 30) (cf. Figure 9.3). We add this question since we assume the more complex the composition, the more useful MoDe4SLA. For example, in our opinion, Test Case 1 is relatively easy to manage since it only considers 5 Web services. Although the participants consider the different test cases to be of different complexity, and although participants appreciate using MoDe4SLA even more when considering the complex test case (i.e., Test Case 3), these differences are much lower than expected. Results are shown when evaluating questions in the following paragraphs. First we evaluate questions related to the benefits from using MoDe4SLA compared to not using our monitoring approach (i.e., RQ1, RQ2, and RQ3).

**RQ1: Accuracy.** We want to know whether participants feel identifying problematic services is done more accurately with than without MoDe4SLA. We have two questions giving us an insight on this.

Firstly, we ask participants for each test case, and for both response time and costs whether they perceive identifying the impact each service has on the composition easier
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Figure 9.4: Concerning costs: It is easier to determine the impact each service has on the composition with the analysis than without it.

Figure 9.5: MoDe4SLA approach is helpful when managing this composition with regard to accurately depicting malfunctioning services.
Figure 9.6: Concerning costs: It takes less time to see relations between different services and the composition.

with MoDe4SLA than without MoDe4SLA (for Test Case 1: Questions 15 and 16, for Test Case 2: Questions 26 and 27, for Test Case 3: Questions 37 and 38). Looking at results, we derive that, in general, MoDe4SLA is perceived as more useful for response time than for costs, and as more useful for Test Case 3 than for Test Cases 1 and 2. The majority perceives the use of MoDe4SLA as very helpful for easier identification. Figure 9.4 depicts the histogram with least positive responses for our approach. It entails over 80% of the participants agreeing or strongly agreeing to the statement. This is Question 26 for costs in Test Case 2.

Secondly, for each test case we ask participants whether they feel MoDe4SLA is helpful when managing the composition with regard to accurately depicting malfunctioning services (for Test Cases 1, 2, and 3, and Questions 18, 29, and 40). Figure 9.5 depicts results for these questions. We conclude that 75-80% of the participants agree or strongly agree that MoDe4SLA is helpful to accurately depict these services.

RQ2: Efficiency. We want to know whether participants feel that using MoDe4SLA for managing service compositions is more efficient than managing such compositions without our approach. Again, two sets of questions give us insights into this topic.

Firstly, for each test case, and for both response time and cost we ask participants to respond to the statement that it takes them less time to see relations between the different services in a composition when using MoDe4SLA. Since MoDe4SLA relies on identifying relations and dependencies between the services, we assume that MoDe4SLA is helpful when trying to identify these relations in the management phase. The relations are used to do a causal analysis. Here, depending on the question, 85-100% of the partic-
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Participants agree or strongly agree with this statement. In Figure 9.6 we depict the results for the least positive responses for our approach. This is Question 24 for costs in Test Case 2.

Secondly, for each test case we ask participants whether they feel MoDe4SLA is helpful when managing the composition with regard to faster selecting services to renegotiate (for Test Case 1, 2, and 3, and Questions 18, 29, and 40). Figure 9.7 depicts results for these questions. We conclude that around 90% of the participants agrees or strongly agrees that MoDe4SLA is helpful to faster select these services.

**RQ3: Confidence.** To evaluate how confident participants are when they make a choice on which services to adapt to get a better performance of the composition, we ask three questions per test case. Firstly, we ask how confident they are making a choice before seeing the MoDe4SLA models, secondly, we ask how confident they are about their original choice when seeing the MoDe4SLA models, and thirdly, we ask how confident they are in making a choice when considering the MoDe4SLA models.

The aim of the second question is to find out whether participants feel MoDe4SLA
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Figure 9.9: Assume only a subset of services can be renegotiated regarding their SLAs. I would feel confident in selecting services for renegotiation.

Figure 9.10: Assume only a subset of services can be renegotiated regarding their SLAs. I would feel more confident in selecting services for renegotiation with MoDe4SLA than without.
gives additional support. If they feel more or less confident, MoDe4SLA apparently gives them additional insights. If they did not change their opinion, MoDe4SLA does not give additional insights. Furthermore, comparing the answers given to the first question and the answers given to the third question, gives insights whether participants feel more confident making choices when using MoDe4SLA than without using the approach. The change in confidence the experts have (i.e., the second question) is depicted in Figure 9.8. Here, we see that for each test case at least 80% of the participants changes their confidence level.

The confidence level of participants before considering MoDe4SLA is depicted in Figure 9.9. Here, we see that first and second test case have reasonable confidence levels, but there is no confidence in the third test case. In Figure 9.10 we see that the confidence level goes up for all test cases after participants see the MoDe4SLA files.

From these results we conclude that, on average, participants feel more confident when making choices on which services to adapt using MoDe4SLA than without it.

In the previous three paragraphs we review evaluation results concerning accuracy, efficiency and confidence levels. Besides testing usefulness of our approach with these indicators, we ask participants at the end of the survey to respond to the statement that using MoDe4SLA is useful when managing composite services. Corresponding results are depicted in Figure 9.11. We see that none of the participants disagrees or strongly disagrees with this statement. 94% of the participants agrees or strongly agrees with it.

**RQ4: Complexity.** Another important consideration is on how difficult MoDe4SLA is to understand. We strive to develop an *intuitive* approach that is easy to understand for users. Of course, the positive evaluation results concerning usefulness of MoDe4SLA after a short training period, supports our claim that MoDe4SLA has good usability. However, we also want to know whether participants feel the given presentation on MoDe4SLA is sufficient to use the models. The presentation takes at most one and a half hour, including discussion and questions. In Question 42 we ask participants whether they agree or not with the statement that the provided presentation gives sufficient information to un-
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Figure 9.12: The presentation before the evaluation is sufficient to properly understand MoDe4SLA approach.

understand the MoDe4SLA approach. Results are depicted in Figure 9.12 where we see that most participants (over 85%) agree with this statement. We conclude that for most participants the presentation is sufficient. But there is a considerable group, around 12%, that appreciates more explanation.

Furthermore, in Question 45 we ask participants to name weak points of the approach. Here, there are more indications that MoDe4SLA is less intuitive to some of the participants. 7 of them (i.e., around 20%) indicate they have problems understanding the values in the model. With these values, participants sometimes mean impact factors, but usually contribution ratios turn out to be hard to understand. The magnitude of numbers confuses some of the participants. 2 of them (i.e., around 6%) state that for them the feedback models are too complex to comprehend. In conclusion we state that over 25% of the participants have some difficulties understanding the values in the feedback models.

RQ5: Possible improvements. While discussing these last results, we come to possible improvements for the MoDe4SLA approach. We ask participants to name things they feel are most beneficial about the feedback models. Participants like the visualization part, especially with the coloring. Furthermore, impact factors and the analysis itself are beneficial for the participants.

In addition, we ask for possible improvements of our approach. From the answers we conclude some suggestions for further development of the approach. The first possible improvement is a reduction of the many numbers used in the models. As discussed in RQ4, for some participants there is simply too much information in the models. Furthermore, participants feel they are able to make proper choices with just coloring and impact factors. In other words, the additional ratios are often not necessary. Therefore, we consider filtering this information when the models are presented to users.

Secondly, participants appreciate some interpretation guidelines. For example, “what does a low impact factor indicate?”, “what does a high ratio mean?”, and “what can I derive from the combination of an impact factor and a ratio?”. Therefore, we consider
extending the presentation to participants with information on these statements.

Thirdly, related to the previous improvement, participants appreciate guidelines for decision making. It is beneficial if the models indicate which services to consider for change and why. Currently, models only provide monitoring information without any suggestions on how to improve performance. Developing such guidelines is part of our future work.

**RQ6: Related work.** Although we hope to get some more feedback on this question, unfortunately, we only received related work indications by two participants. The approaches mentioned are already known to us. So far, this supports our observations that there do not exist any approaches similar to MoDe4SLA.

### 9.4.3 Conclusions

**Test cases.** Although we introduce three different test cases with different complexity levels, it turns out that MoDe4SLA is already perceived as useful when managing a composition of only five services. Furthermore, our test case of seventeen services is considered as highly complex by the participants. However, when considering real-life constellations, seventeen services is not a lot. As a consequence, a proper management approach is definitely necessary in those cases.

Furthermore, Test Case 2 is often perceived as less complex than Test Case 1 although it consists of twice as many services. Reason for this is that dependencies in the structure of Test Case 1 are more complex since it contains three constructs as opposed to Test Case 2 that only contains one construct.

**Cost versus response time.** When analyzing the different diagrams, it becomes clear that most participants struggle more with response time dependencies than with cost dependencies. As a result, MoDe4SLA is especially appreciated in the response time models, which is also supported by answers given to Question 48 where beneficial parts are named. The reason for this is that response time of a branch depends on the interaction between the different services. Whether service A contributes, depends not only on whether it is invoked, and how fast it runs, but also on how fast its neighbor runs. Although the ratio of contribution for costs is also dependent on the cost of other services, this dependency is much less strong. Therefore, for property response time it is even more important to identify dependencies than for costs.

**Overall conclusion.** To support our hypothesis that MoDe4SLA models have a clear benefit over an approach that only supports bilateral monitoring (cf. Section 9.2), we investigate usefulness of our approach as perceived by experts using the models. All three sub-questions concerning accuracy (RQ1), efficiency (RQ2), and confidence (RQ3) clearly indicate that participants benefit from the MoDe4SLA models. Although there are some improvements to consider, as discussed in RQ5, participants are able to properly
understand the MoDe4SLA approach within one and a half hour. These results give us sufficient support to continue developing our management approach.

So far, we only ask participants for their opinion. There are no good or bad answers. Of course, we want to know whether the answers our participants give are effective as well. In other words, we want to know whether their decisions are better when making them with MoDe4SLA than without our approach. This is considered in our effectiveness evaluation in future research.

9.5 Summary

This chapter presents our evaluation approach consisting of an effectiveness part and a usefulness part. Actual evaluation of effectiveness constitutes future research. We conduct in several interactive sessions an extensive usefulness evaluation where 34 participants each answer 49 questions. The obtained results are so far promising since most participants consider MoDe4SLA as useful for managing composite services (particularly if they compare the approach to traditional bilateral monitoring). We identify some possible extensions and improvements for our approach that are incorporated in future research.
Part V

DISCUSSION
In this thesis we present our MaDe4IC method suitable for managing different models describing inter-organizational cooperations. Firstly, we demonstrate the need for a method managing dependency relations between inter-organizational models, and we describe this method in detail. Furthermore, we evaluate our MaDe4IC method by applying it to two different scenarios. In this chapter we discuss the major research results of this thesis. We start in Section 10.1 with discussing whether and how requirements identified in Section 3.4 are fulfilled by our MaDe4IC method (cf. Chapter 4). Furthermore, we perform a cross-scenario comparison in Section 10.2. We elaborate on characteristics of the two different scenarios used to evaluate our method. In Section 10.3 we discuss the application of our method. We first discuss its application to business and coordination models. Secondly, we show how our method is applied in the context of service compositions and related Service Level Agreements. In Section 10.4 we reflect on the validation of the MoDe4SLA approach that is developed from applying our method to service compositions. After presenting the main results of this thesis, Section 10.5 continues with discussing the research questions formulated in Chapter 1. We conclude with a discussion on future research in Section 10.6.

10.1 Method requirements

In Chapter 3 we identify requirements. In detail, we formulate the following requirements:
• **R1** The method should be language-independent.

• **R2** The method should be able to handle heterogeneous models, i.e., models described in different languages.

• **R3** The method should ensure consistency through checking rather than through construction.

• **R4** The method should provide guidelines for overcoming model heterogeneity.

• **R5** The method should provide guidelines for identifying overlap between models.

• **R6** The method should provide guidelines for identifying dependencies between models.

• **R7** The method should provide guidelines for defining consistency constraints for inter-organizational cooperation models.

• **R8** The method should provide guidelines to identify the overlap between event logs and model.

• **R9** The method should provide an approach to log information necessary for consistency checking.

• **R10** The method should provide an approach to analyze an event log to abstract necessary information for consistency checking.

• **R11** The method should provide guidelines for defining consistency constraints between running system and its underlying models.

• **R12** The method should provide an approach to show consequences of model adaptations on consistency relations.

• **R13** The method should provide an approach to provide monitoring results as feedback.

As we discuss in the following, our MaDe4IC method, as defined in Chapter 4, fulfills these requirements.

It is (R1) language-independent. It does not make any assumptions on the type of language used to describe models, aside from the assumption that they are applied to conceptual models. This is also supported by the two scenarios to which we apply our method (cf. Chapters 5 and 7). These scenarios describe models in several different modelling languages.
The developed method is (R2) suitable for heterogeneous models. On the one hand, this is supported by providing homogenization guidelines in Step 2 of the method to enable model comparison of heterogeneous models. On the other hand, this is supported by providing a language-independent abstraction of related model parts in Step 7 where we suggest the use of either graphs or sets. Furthermore, the scenarios to which our method is applied (cf. Chapters 5 and 7) consist of several heterogeneous models. In both scenarios our method is successfully applied.

Requirement R3 states that the method should rely on consistency checking rather than on ensuring consistency through construction. The method also complies to this requirement since it assumes the existence of (possibly inconsistent) models from the start. These models then form the basis for the management approach. Furthermore, in both scenarios, the models are checked for consistency rather than that they are constructed maintaining consistency.

In the fourth requirement (R4) we state the necessity for guidelines to overcome model heterogeneity. In Step 1 of our method (cf. Figure 4.1), each model is analyzed. The result is a set of model characteristics. These characteristics support handling heterogeneity between the models in Step 2. The guidelines in Step 2 provide a structured approach in identifying heterogeneity between the models. Furthermore, it provides guidelines to either homogenize the models, or to handle the differences between them in subsequent steps. In addition, at the end of the analysis phase, the combined dependency analysis (Step 7) overcomes any other heterogeneity problems by representing relevant model parts in a language-independent formalism.

Both requirements R5 and R6 are ensured in Step 3 of our method. R5 states the necessity for inter-model overlap detection, while R6 states the necessity to identify inter-model relations. The overlap is mainly present in viewpoint models, while relations are identified between viewpoints and between partial models.

Requirement R7 expresses the need for an approach to define consistency constraints that support checking and ensuring consistency within and between models. Our method provides guidelines to define inter-model consistency constraints in Step 4.

Requirements R8, R9, and R10 are covered in Step 8 of our method. Here, we first specify how to log necessary information (R9), after which we provide an approach to analyze information from event logs to abstract necessary information for consistency checking (R10). Finally, we describe how these event logs are related to the different models, and how they are used to perform monitoring (R8).

Requirement R11 states the necessity for guidelines on how to define consistency constraints between running system and its underlying models. Our method provides guidelines to define intra-model consistency constraints in Step 6. These constraints state which information on the behavior of the system should be present in the event logs for the models to be considered being consistent with the running system.

Furthermore, in R12 we express the necessity for identifying consequences of model changes with respect to consistency relations. This part is covered by Step 9 of the method where we do a causal analysis based on the different relations identified within and between the models.
Finally, R13 states we should provide an approach to show monitoring results to users in order to manage the models. For this, our method suggests to use the management models that result from Step 8. These models show all relations, dependencies, and constraints between and within the models. In addition, our method suggests coloring and annotating parts of the models for easy distinction between good and bad performance. This is applied in both scenarios where the implementation (cf. Chapter 6 and Chapter 8) offers graphical feedback to its users based on the different dependencies.

We develop the method in this thesis with the identified solution requirements in mind, and we conclude that the method indeed complies with these requirements. This is supported by both scenarios to which we successfully apply our MaDe4IC method.

10.2 Cross-scenario discussion

In Part III of this thesis we evaluate our MaDe4IC method by applying it to business models and coordination models. More specifically, we use e³-value modelling ontology for business modelling and Petri Nets for coordination modelling. The value models are used to discuss profitability of a cooperation among involved actors. The coordination models are used to discuss the order in which message exchanges are accomplished. The challenge is to relate these two different models, and to manage them both at design time and at runtime of the cooperation.

In Part IV of this thesis we extend our evaluation by applying our method to monitoring Service Level Agreements (SLAs) for service compositions. Here, we use SLA models to describe the quality of each service in the composition. More specifically, we focus on monitoring response time and costs of the services. The challenge is to relate the different SLAs, taking the service composition into account. Furthermore, we develop an approach to manage the SLAs at runtime.

Based on this informal summary of the two evaluated scenarios, it becomes clear that they differ greatly. For us, it is important to choose scenarios that are as diverse as possible: (1) To show as much of the functionality of our method as possible, and (2) to show the applicability of our method to a variety of scenarios and cases. The diversity of the scenarios becomes clear when considering the different characteristics of inter-organizational models as identified in Chapter 3:

- Our two scenarios depict their models in different languages. This supports our claim that our method is language-independent.

- In Section 3.1.3 we describe different types of pragmatic heterogeneity that influence the approach for managing models of a cooperation:

  - We identify a difference between perspectives of a model. We distinguish bird’s eye view and single actor models. The first scenario, using business and coordination models, describes models from a bird’s eye perspective, while our second scenario describes models from a single actor perspective.
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– We discuss the difference with respect to the focus models have. We distinguish between viewpoint and partial models. Viewpoint models describe the complete cooperation with a specific focus, while partial models describe only a part of the cooperation, but do this in full detail. Our first scenario contains viewpoint models where the business model describes the complete cooperation with a value focus, while the coordination model describes the complete cooperation with an ordering focus. Our second scenario describes several partial models; each SLA model describes part of the service composition, but does this in detail (i.e., for both costs and response time).

– We discuss the distinction between instance-based models, and models describing a period of time. In the first scenario, for example, the business model describes a period of time where value is calculated for the upcoming three months, while the coordination model describes an instance-based model where the order of messages for each model instance is described. In other words, the coordination model describes for each business transaction how to execute it. In our second scenario, the SLAs describe a period of time where averages of costs and response time are modelled. However, the overall Web service composition describes the cooperation in an instance-based manner where the model shows the interactions for one Web service invocation.

The two scenarios differ in language, perspective, focus, and time frame. We identify these characteristics in our problem investigation (cf. Chapter 3) as the main characteristics of inter-organizational models. More specifically, we did not identify any other characteristic differences in inter-organizational models. Therefore, incorporating these differences provides the complexity for building a method that is suitable for coping with a variety of conceptual models. Our MaDe4IC method is built to handle these different characteristics. By demonstrating the applicability of our method to this variety of aspects, we show its applicability to conceptual models of inter-organizational cooperations in general.

10.3 Applying our MaDe4IC method

We discuss our experiences in applying our MaDe4IC method for managing dependencies between inter-organizational models to both scenarios. We discuss the application of each step in our method. We conclude with a summary of the results in Section 10.3.10.

10.3.1 Step 1: Model analysis

In Step 1, model analysis, we determine focus, perspective, time frame, and property type of the models. For both Scenario 1 (business and coordination models) and Scenario 2 (Service Level Agreements for service compositions) this is a straightforward exercise.
10.3.2 Step 2: Homogenization

In Step 2 we homogenize the models on three different levels, i.e., on syntactic, semantic, and pragmatic level.

**Syntactic homogenization.** Business and coordination models are described in different languages (i.e., they are syntactically heterogeneous). We identify differences and correspondences between the two modelling languages (i.e., between e³-value and BPMN). This constitutes a precise, but straightforward exercise. Although the languages are different, they both describe conceptual models for inter-organizational cooperations, and use similar constructs to build the models. This enables matching the language constructs.

The Service Level Agreements considered in the second scenario, are described in the same language. Therefore, there is no need for homogenization.

**Semantic homogenization.** Both scenarios are semantically homogeneous by construction.

**Pragmatic homogenization.** In both scenarios focus, granularity and property type are the same for the considered models. In business and coordination models the perspective of the models differs. The identification of this heterogeneity enables easier identification of inter-model relations in the following steps. In both scenarios there is a heterogeneity in time frames. In both scenarios we choose to do instance-based comparisons between the models. In other words, we shorten the time frame for models describing a longer period of time. As a result, monitoring is done on an instance level which proves very beneficiary. Especially in the second scenario, instance-based monitoring supports determining the impact separate services have on the composition (cf. Section 7.5.1).

10.3.3 Step 3: Inter-model relation detection

Inter-model relations are identified between concepts and properties in different models. These relations describe dependencies that are symmetric or asymmetric.

**Scenario 1: Business and coordination models.** The inter-model relations in business and coordination models are between concepts. The key is to identify concepts in the models that describe the same real-world entity. Since the models are viewpoints (i.e., they focus on a specific characteristic in the cooperation), they describe different characteristics. Therefore, the concepts in the models describe different properties. In general, we state that viewpoint models do not have inter-model relations on property level. This makes inter-model relation detection comparably easy for viewpoint models, since property dependencies require formulas describing how properties are related. By contrast, for concept relations the relation simply describes that they are related.
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**Scenario 2: Service Level Agreements for service compositions.** The inter-model relations in SLAs are between properties. We do not only determine which concepts describe the same entities, but also how these entities are related. For example, the monetary value of a product depends on the monetary value of its parts. Since SLAs are partial models, they describe a set of characteristics. Each characteristic type relates concepts from different models. In general, we state that partial models typically have many inter-model property relations. This makes inter-model relation detection comparably complex for partial models.

**10.3.4 Step 4: Inter-model consistency constraints**

We formulate consistency constraints for these relations in Step 4 using the detected inter-model relations in Step 3.

**Scenario 1 (Business and coordination models).** For each type of inter-model relation our method provides a matching consistency constraint. Therefore, formulating the inter-model consistency constraint for business and coordination models is straightforward.

**Scenario 2 (Service Level Agreements for service compositions).** Although our method enables matching consistency constraints for each dependency, formulating such constraints constitutes a more complex task for property dependencies than for concept dependencies. This complexity is caused by the formulas describing how the properties are related. For the SLAs, each property type (e.g., costs) shows up in each SLA. All these properties are inter-related over the different SLAs. For example, the costs of each service influences the costs of one or more services in the composition. As a consequence, a formula is created for each property type describing the inter-model consistency constraint.

In general, defining inter-model consistency constraints constitutes a more complex task when considering partial models than when considering viewpoint models. This increased complexity is caused by the existence of property dependencies between partial models.

**10.3.5 Step 5: Intra-model relation detection**

Intra-model relations are identified between concepts and properties within each model. Identifying intra-model relations is less complex than identifying inter-model relations. Intra-model relations are already depicted in the considered models as opposed to inter-model relations that are constructed between the models. The most challenging part of this task is to determine what type of dependencies exists. Classifying the different dependencies in concept and property dependencies, and in asymmetric and symmetric dependencies constitutes the most challenging task. Identifying these dependencies in our scenarios was a comparable effort for business models, for coordination models, and for SLAs.
10.3.6 Step 6: Intra-model consistency constraints

Scenario 1 (Business and coordination models). Viewpoint models (e.g., business and coordination models) describe the complete cooperation for one characteristic (e.g., for costs). As a consequence, each model contains many concepts that refer to different real-world entities. Therefore, the concepts in the models are related, and there exist many dependencies between them. These relations are either property or existence dependencies. Especially many concepts referring to different entities make intra-model consistency constraint definition complex. In addition, model-specific constraints are developed independently from the identified intra-model relations.

Scenario 2 (Service Level Agreements for service compositions). Intra-model relations in partial models (e.g., SLAs) are typically property dependencies. A partial model describes one part of the cooperation in detail. Therefore, such models often contain a small set of concepts with many properties. As a consequence, the intra-model relations are not complex. In addition, model-specific constraints are developed independently from the identified intra-model relations.

10.3.7 Step 7: Dependency analysis

In Step 7 we use consistency constraints formulated in Steps 4 and 6 to formalize them. In addition, we formalize those parts of the models that influence these consistency constraints. Formalization enables easy implementation for automatic consistency checking. In both scenarios we abstract necessary information from the models. In the first scenario we use sets to represent this information, while we use graphs in the second scenario.

Scenario 1 (Business and coordination models). Formalizing models and consistency constraints, constitutes a straightforward task for business and coordination models. Steps 1 - 6 provide sufficient preparation to identify what should be formalized, and how this should be done.

Scenario 2 (Service Level Agreements for service compositions). Formalization of the Service Level Agreements constitutes a more challenging task. We choose to construct a model for each characteristic. Therefore, we formalized all inter-model dependency relations, and represent them in one dependency model. As opposed to the first scenario, where we formalize intra-model dependencies and represent those in one model, all inter-model property dependencies are described by a formula. Each of these formulas is formalized in algorithms for automatic derivation of the dependency models. Especially constructing the algorithms constitutes a challenging task.

10.3.8 Step 8: Log analysis

The log analysis in Step 8 is comparable in the two scenarios. Although the necessary information is different, the approach to identify and abstract necessary information is
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comparable. In both scenarios it is important to identify which actors are involved in a transaction, what the identifier of each transaction is, and what property values are exchanged.

10.3.9 Step 9: Causal analysis

In both scenarios we use the formalized models from Step 7 and the log analysis from Step 8 to do a causal analysis at runtime. We compare predictions and agreed upon values in the models with the realized values in the event logs. In both scenarios we use intra-model as well as inter-model dependencies to reason over the compared values. For example, we reason over the question why realized values differ from the agreed upon values. Furthermore, we use the models and dependencies to predict consequences of adapting parts of the models. In both scenarios the preparations done in Steps 1 - 8 are sufficient to do a causal analysis for violations as well as for analyzing consequences of changes.

10.3.10 Lessons learnt

Although the two considered scenarios are different in many respects, when applying our method the largest influence is caused by a difference in focus. Managing dependencies in viewpoint models and those in partial models is very different. Main differences appear in the inter-model relation detection (Step 3), the inter-model consistency constraint definition (Step 4), and the dependency analysis (Step 7):

Step 3: Inter-model relation detection. Property dependencies are more complex than concept dependencies since concept dependencies simply state that the existence of one concept depends on the other. Property dependencies do not only state they are existence dependent, but also how this dependency looks like. Since inter-model relations for partial models are typically on a property level (as opposed to viewpoint models), describing these relations is more difficult than it is for describing them in viewpoint models.

Step 4: Inter-model consistency constraint definition. In general, defining inter-model consistency constraints constitutes a more complex task when considering partial models than when considering viewpoint models. This increased complexity is caused by the existence of property dependencies between partial models. These dependencies are translated into complex consistency constraints containing formulas.

Step 7: Dependency analysis. In the dependency analysis of Step 7 we formalize those parts of the models that influence the consistency constraints. For every characteristic (e.g., response time) we create a separate formal dependency model. Especially when there are many property dependencies, creating these formal models constitutes a challenging task.
10.4 Validating MoDe4SLA

In addition to the proof-of-concept implementation we build for both scenarios, we validate usefulness of the results of the second scenario, and explicate the necessity for validating effectiveness of our solution. We decide to validate usefulness by carrying out an interactive survey. We start each session with a presentation of our approach, give examples of our management tool in comparison to traditional bilateral monitoring, and conclude with the actual survey. In this survey we ask our participants to manage different compositions both with and without using our management tool. We ask them for their opinion on the approach. The goal of this validation is fourfold:

1. We want to know whether our participants evaluate the approach as useful,
2. We want to know how complex our approach is to understand for users,
3. We want to find additional related work, and
4. We ask suggestions for possible improvements of our approach.

Participants evaluate MoDe4SLA as being very useful when managing service compositions, especially its way of identifying dependencies is appreciated. Furthermore, our approach is well understandable and usable after proper presentation. There are several suggestions for possible improvements of which some (i.e., interpretation guidelines, decision guidelines, and less numbers in the models) are considered important future work.

From our interactive survey we learn that most participants feel that managing response time benefits more from the dependency analysis than management of composition costs. This difference is explained by the different influence that response time and costs have on the performance of a branch. Here, it becomes clear that dependencies between services influence the impact that response time of a service has on the composition. However, these dependencies do not influence the impact costs of a service have on the composition.

The number of constructs influences significantly the perceived complexity level for managing the cooperation. This influence is more significant than the influence the number of services has. It appears that the composition itself determines to a large extent the perceived complexity of a composition.

In conclusion, we state that conducting such interactive survey is very useful for getting additional suggestions for further development of the approach. Furthermore, it provides valuable confirmation that the development of the approach is useful in general. The results validate the necessity for dependency analysis, and stimulate us to further develop the approach, especially in the directions identified by our participants. In addition, we conclude that necessity of identifying dependencies differs between the different properties to be monitored. For example, the necessity is bigger for response time than for costs. Therefore, it is interesting to evaluate this also for other properties (e.g., for availability of a service composition). Although necessity of the approach in general is already clear in small service compositions (as identified by our participants), we see a growing complexity for the user with the addition of constructs, rather than with the addition of services.
It is interesting to further investigate this correlation. Especially since we aim at applying this approach to complex service compositions. Therefore, it is useful to identify a measurement to determine when a service composition is considered complex.

10.5 Answering research questions

In previous sections we discuss the different topics treated in this thesis separately. Here, we discuss the results of the research questions we formulated in Chapter 1.

**Research Question 1:** What are solution criteria that a method for checking and ensuring consistency in inter-organizational cooperations should satisfy?

Q1a: What are characteristics of models and running system in the context of inter-organizational cooperations?

Q1b: What are criteria for a method that checks and ensures consistency in such models?

We answer the first question by identifying criteria for our method to manage dependencies between inter-organizational models. For this purpose, we position our work in a conceptual framework in Chapter 2. In addition, the problem investigation in Chapter 3 identifies typical characteristics of models for inter-organizational cooperations. Based on these characteristics, we define a set of solution requirements for our method (cf. Section 3.4).

**Research Question 2:** What is state of the art on maintaining consistency relations in inter-organizational models?

Q2a: How is consistency checked at design time in existing solutions?

Q2b: How is consistency ensured during runtime in existing solutions?

Q2c: How suitable are current solutions with regard to the criteria defined in question Q1b?

The second research question concerns state-of-the-art research. We are interested in how consistency is checked and ensured in existing solutions. In Chapter 2 we answer this question by considering several existing approaches. We determine that majority of the approaches focus on one or more specific models for which they develop an approach to maintain consistency. Although such approach is very useful when managing models in the specified language, it is not usable when managing models expressed in different languages. The remaining approaches we identified, are suitable for managing models in general. However, these approaches are too high level for our purpose. Their guidelines provide a starting point for the user. However, no detailed information is provided.
on how to actually manage the models. Furthermore, many approaches do not go beyond ensuring consistency. In other words, they do not provide an approach to manage consistency at runtime, but merely provide an approach to deal with respective issues at design time. We conclude from this review that current state-of-the-art research does not provide an approach that covers the complete set of solution requirements. Therefore, there are sufficient grounds to develop a new method for managing inter-organizational cooperations.

**Research Question 3:** How can a solution method for checking and ensuring inter-model consistency be built?

Q3a: How can inter-model consistency be ensured?
   - How can inter-model dependencies be detected?
   - How can consistency constraints be defined using these inter-model dependencies?

Q3b: How can intra-model consistency be ensured?
   - What intra-model dependencies exist?
   - How can consistency constraints be defined using these dependencies?

Q3c: How can consistency between a running system and its underlying models be checked?

Q3d: How can consistency between a running system and its underlying models be efficiently maintained?

The third research question concerns the development of our method itself. We investigate how the different aspects of checking and ensuring consistency is accomplished in Chapter 4, which also presents our MaDe4IC method. We distinguish between inter-model and intra-model consistency relations which we treat separately in our method (cf. Figure 4.1). Furthermore, we discuss how to check consistency after defining the different constraints, and how to maintain consistency of models with a running system. Here, we use a causal analysis to assist this management process (cf. Figure 4.1).
Research Question 4: How can the solution method be validated?

Q4a: How well applicable is the solution method in different scenarios according to the criteria identified by answering Research Question 1?

Q4b: How good are the developed solutions when applying the method?

- Validate the solution of both scenarios with a proof-of-concept implementation.
- Validate the implementation of one of the scenarios through a usability survey.

In our fourth and last research question we discuss possibilities for validating our created method. Firstly, we validate our MaDe4IC method in different scenarios. We use our method for managing business and coordination models in the first scenario (cf. Chapter 5), and we use our method for managing Service Level Agreements for composite services in the second scenario (cf. Chapter 7). Especially since the two scenarios differ significantly (cf. Section 10.2), they provide proper support for the applicability of our method in inter-organizational models in general. Secondly, we validate the solutions developed using our method by means of a proof-of-concept implementation. These evaluations are described in Chapters 6 and 8, respectively. Furthermore, we perform a usability survey among 34 participants to evaluate usefulness of the implementation for managing service compositions in Chapter 9.

10.6 Future research

Although this thesis presents a complete method managing models of inter-organizational cooperations, there are several topics we intend to investigate in future research.

10.6.1 Our MaDe4IC method for managing dependencies

Although our method proves to be applicable to different scenarios, we plan to validate it in additional scenarios. Furthermore, it is useful to investigate management efforts for model developers when using our method. Currently, we do not make predictions on the complexity of the resulting management models when applying our method. However, the two scenarios indicate there exist many dependencies between numerous entities, and the effect of these dependencies differs significantly. For example, dependencies between entities modelling response time are more complex than the ones between entities modelling costs. Furthermore, the scenarios we consider are relatively small with respect to the number of dependencies and the number of entities. Based on these facts, we formulate the following interesting questions:

1. How are complexity of management models and number of dependencies in and between models related?
2. How well does our method scale up when it is applied to large scenarios?

3. Does the type of entity influence the complexity of dependencies, and, if so, can we provide a list of typical properties and their complexity factor?

4. Does the type of dependency relation influence complexity of the management model, and, if so, can we provide a classification?

10.6.2 Our approach for managing SLAs of composite services: MoDe4SLA

The resulting approach for managing Service Level Agreements (i.e., MoDe4SLA) is considered promising based on the interactive survey we conducted. Users participating in the survey are enthusiastic about its potential. Therefore, we pursue this research topic and extend the approach in several directions [18]:

1. We plan to add more intra-model dependencies since currently we focus on inter-model dependency relations.

2. We plan to extend the approach with additional properties (e.g., availability).

3. We plan to support managing ranges of property values.

4. We plan to support users with guidelines for interpreting feedback models.

5. We plan to pursue the effectiveness evaluation as discussed in Chapter 9.1.

1. Intra-model dependencies. Currently, we assume attributes are mutually independent. However, in real-life SLAs dependencies within SLAs are common. Therefore, we plan to extend our approach with intra-model dependencies. Consider the following SLA:

   Every month, response time will be within 3 ms at least 99% of the invocations. Costs are 3 euro when the service responds within 2 ms, while a response time of 2 – 3 ms costs 2 euro. If less than 99% of the invocations have response time within 3 ms a penalty of 1000 euro is paid.

   In this SLA, cost directly depends on response time. The challenge is to represent what this means for the relative contribution of component service performance on the composition cost. For example, to diagnose the cause of an increase in composition cost, we need to show the influence of decreasing response times to the cost (i.e., costs rise to 3 euro). To solve this, we intend to represent dependencies between models by constructing links between attributes. These links should be annotated with some contribution function, similar to causal arrows in causal loop diagrams [104]. Our goal is to represent causal influence between attributes as accurately as necessary for meaningful diagnosis. For example, in the above example it may be sufficient to represent that a decrease in response time causes an increase in cost.
2. **Additional properties.** We plan to extend the approach with additional properties. For example, we consider extending the approach with availability.

3. **Ranges of property values.** So far, we ignore property value ranges, but in real life, SLAs use these ranges. Consider the following examples:

   - Response time of service A will be 7 – 9 ms with an average of 8 ms.
   - Response time of service B will be 1 – 15 ms with an average of 8 ms.

   We currently treat these performance requirements as identical since we consider averages. For a proper diagnosis of SLA violations, we need to reason about value ranges. Therefore, we will incorporate variance in the impact analysis computation, where the impact of services with high variance is greater than the impact of a stable service. We need to experiment with various ways of doing this while keeping complexity of dependency and diagnosis computation low.

4. **Interpretation guidelines.** The results from the interactive survey show that participants appreciate additional support on how to interpret the feedback models. Even though the semantics of the edges, nodes, colors, and values is clear, most participants appreciate guidelines on how to interpret the model as whole. For example, participants struggle to prioritize colored nodes and edges. An improvement of our MoDe4SLA implementation is a set of guidelines on how to interpret these models.

5. **Effectiveness evaluation.** In our effectiveness evaluation we will not only ask users for their opinion on our approach, but we will test the benefits of managing compositions with our approach as well (cf. Section 9.1). For example, we want to know whether better management decisions are made if our models are used.
A.1 Transcript

Friday 9 January 2009 the first group of experts evaluated usefulness of MoDe4SLA. It was a try out with only three experts. The complete session was around one hour and 45 minutes which is divided in a presentation part, an explanation part with two examples, and the actual evaluation part with three test cases. A transcript of the exact times is depicted in Table A.1.

Although each participant is employed in an information technology environment, not everyone is familiar with service compositions. Therefore, the presentation comprises an explanation of the problem and what the exact research gap is. The first part of the presentation discusses the necessity of identifying dependencies between different services in a composition, why identifying these dependencies is not straightforward. The second part of the presentation is on the MoDe4SLA approach in which is explained how we identify these dependencies and solve the problem. Since the first group already participated in previous presentations on MoDe4SLA, the time frame of 15 minutes for the presentation should be considered a minimum.

In the second part is through two examples explained how the survey will be conducted. Both examples have the same structure as the three test cases. The goal of introducing these examples is to allow the participants to get familiar with the MoDe4SLA approach. First, the representation of the service composition and its parameters (e.g., average response times) in the bilateral documents for both the estimations and the realized values is discussed. Second, the analysis done with MoDe4SLA on the realized values of the composition is discussed. Together with a legend the participants discuss how to use both the bilateral and the analysis documents.

The last part is done by the participants separately, without interference of the presenter. First the introductional questions are answered after which the participants go through the three test cases. After the test cases the concluding questions are answered. Interested participants receive an evaluation of the three test cases on how to read the analysis done through MoDe4SLA.
### APPENDIX A. EVALUATION

<table>
<thead>
<tr>
<th>Time</th>
<th>Subject</th>
<th>Minutes</th>
</tr>
</thead>
<tbody>
<tr>
<td>15:09-15:26</td>
<td>Presentation</td>
<td>15</td>
</tr>
<tr>
<td>15:27-15:40</td>
<td>Example 1</td>
<td>13</td>
</tr>
<tr>
<td>15:40-15:58</td>
<td>Example 2</td>
<td>18</td>
</tr>
<tr>
<td>16:00-16:04</td>
<td>Before evaluation: Q1-Q7</td>
<td>4</td>
</tr>
<tr>
<td>16:04-16:15</td>
<td>Test Case 1: 5 Services</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>• Q8-Q11 without MoDe4SLA: 4min</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Q12-Q18 with MoDe4SLA: 7min</td>
<td></td>
</tr>
<tr>
<td>16:15-16:28</td>
<td>Test Case 2: 10 Services</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>• Q19-Q22 without MoDe4SLA: 5min</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Q23-Q29 with MoDe4SLA: 8min</td>
<td></td>
</tr>
<tr>
<td>16:28-16:43</td>
<td>Test Case 3: 17 Services</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>• Q30-Q33 without MoDe4SLA: 8min</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Q34-Q40 with MoDe4SLA: 7min</td>
<td></td>
</tr>
<tr>
<td>16:43-16:53</td>
<td>After evaluation: Q41-Q47</td>
<td>10</td>
</tr>
<tr>
<td><strong>15:09-16:53</strong></td>
<td><strong>Total time</strong></td>
<td><strong>104</strong></td>
</tr>
</tbody>
</table>

Table A.1: Time Transcript
A.2 Hand-out

This Appendix contains the complete hand-out for participants of the evaluation. This starts with a cover sheet and a legend, after which the two examples and three test cases are given. The hand-out concludes with the survey itself and some suggested answers to the presented problems.

Monitoring Dependencies for Service Level Agreements: MoDe4SLA Evaluation

Contact:
Lianne Bodenstaff
University of Twente
l.bodenstaff@utwente.nl

Website:
http://www.ewi.utwente.nl/~bodenstaffl/mode4sla
**Estimations:**

\[ [x] = \text{chance to be chosen. All chances within one construct add up to one.} \]

**Realized:**

\[ [x] = \text{ratio a branch was chosen. All chances within one construct add up to one.} \]

**Deviation %**

- 10
- 5
0
5
10

**Analysis:**

**Red**: costs/response time were higher than agreed upon.

**No color**: did not contribute at all.

Ratio of service contribution

\( = \text{branch value} \)

\[ \text{IF} = X \]

Its average costs/response time

**Type of dependency relation**

**Red**: branch contributed more often than expected.

\[ X: \text{number of times per composition invocation that the branch contributed to the overall costs/response time.} \]
Example 1

```
CS
Loop sequence 1, 3x
XOR 2
WS1 WS2 WS3 WS4 WS5
```

Example 2

```
CS
AND 1
WS1 ORDISC 2 WS6 WS9 WS10
Sequence 3
WS2 WS3 WS4 WS5 WS7 WS8
```
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---

# date: 2009-01-05

# These are the design time estimations of the setup.

Composition has estimations:

- Response Time (min, mean, max): 37.0, 104.65, 868.0
- Costs (min, mean, max): 1953.8, 2193.0, 8566.0

Loop (Estimated: 3 times), 1

- Subelement: XOR split and XOR join, 2
  - Subelement, [0.23]:
    - Web Service No 1 with QoS:
      - Response Time: (min, mean, max): 55.0, 64.12, 103.0
      - Cost: (min, mean, max): 179.98, 84.98, 97.446
    - Subelement, [0.47]:
      - Web Service No 2 with QoS:
        - Response Time: (min, mean, max): 6.0, 7.39, 9.0
        - Cost: (min, mean, max): 449.48, 683.22, 841.57
  - Subelement, [0.11]:
    - Web Service No 3 with QoS:
      - Response Time: (min, mean, max): 9.0, 12.83, 13.0
      - Cost: (min, mean, max): 306.47, 575.7, 1022.10
    - Subelement, [0.19]:
      - Web Service No 4 with QoS:
        - Response Time: (min, mean, max): 23.0, 37.96, 63.0
        - Cost: (min, mean, max): 652.12, 795.49, 1237.21

Web Service No 5 with QoS:

  - Response Time: (min, mean, max): 7.0, 8.08, 14.0
  - Cost: (min, mean, max): 472.30, 719.03, 841.04
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# date: 2009-01-05
# These are the realized values of the setup.

Realized values of the composition:
- Response Time (min, mean, max): 10.0, 115.34396, 280.0
- Costs (min, mean, max): 897.55623, 4087.1559, 7654.6367

Total number of invocations: 86

Loop (Estimated: 3 times). 1
On average 3.0 iterations per invocation, with:
- 1 iterations minimum
- 5 iterations maximum
- Total # of invocations: 86
- Total # of iterations: 258

- Part 1: XOR split and XOR join. 2
  - Total # of invocations: 258
    - [Subelement, [0.23]:
      - Web Service No 1 with QoS:
        - Response Time: (min, mean, max): 5.0, 63.483334, 135.0
        - Cost: (min, mean, max): 4.4693416, 398.34943, 696.63635
        - Total # of invocations: 60
      - [Subelement, [0.47]:
        - Web Service No 2 with QoS:
          - Response Time: (min, mean, max): 2.0, 7.7213116, 11.0
          - Cost: (min, mean, max): 318.07037, 709.13855, 1258.3787
          - Total # of invocations: 122
      - [Subelement, [0.11]:
        - Web Service No 3 with QoS:
          - Response Time: (min, mean, max): 10.0, 13.230769, 17.0
          - Cost: (min, mean, max): 82.50397, 591.3862, 985.69275
          - Total # of invocations: 26
      - [Subelement, [0.19]:
        - Web Service No 4 with QoS:
          - Response Time: (min, mean, max): 7.0, 44.2, 80.0
          - Cost: (min, mean, max): 121.56213, 851.59, 1383.6824
          - Total # of invocations: 50
    - [Subelement:
      - Web Service No 5 with QoS:
        - Response Time: (min, mean, max): 1.0, 8.457364, 19.0
        - Cost: (min, mean, max): 224.15494, 719.02466, 1178.1434
        - Total # of invocations: 258
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Impact Model of Costs

composition

AND 1 (Loop)

XOR 2

WS 5
IF: 0.5278

WS 1
IF: 0.0612

WS 2
IF: 0.2461

WS 3
IF: 0.0438

WS 4
IF: 0.1211

0.3023
0.5814
1.4186
0.6977

Impact Model of Response Time

composition

AND 1 (Loop)

XOR 2

WS 5 IF: 0.22

WS 1 IF: 0.3841

WS 2 IF: 0.095

WS 3 IF: 0.0347

WS 4 IF: 0.2228

Impact Model of Response Time
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# date: 2009-01-05
# These are the design time estimations of the setup.

Composition has estimations:

Response time (min, mean, max): 60.0, 60.07926, 87.0
Costs (min, mean, max): 4478.545, 5904.4717, 7152.936

AND split and join, 1

<table>
<thead>
<tr>
<th>Subelement</th>
<th>214</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 1 with QoS</td>
<td></td>
</tr>
<tr>
<td>Response time: (min, mean, max): 60.0, 60.08, 71.0</td>
<td></td>
</tr>
<tr>
<td>Cost: (min, mean, max): 98.43849, 187.82, 276.05942</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement</th>
<th>0.91</th>
</tr>
</thead>
<tbody>
<tr>
<td>OR split, DISC join, where 1/2 services are started and 1 must finish. 2</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement, 0.91</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ordered or Unordered Sequence. 3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 2 with QoS</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 17.0, 17.18, 20.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 28.3343, 36.83, 62.51728</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 3 with QoS</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 27.0, 28.12, 39.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 84.66363, 84.976044, 1207.5106</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 4 with QoS</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 4.0, 8.81, 14.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 214.26782, 287.72424, 405.6331</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement, 0.09</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 5 with QoS</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 34.0, 39.99, 65.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 917.90076, 1117.3857, 1208.3107</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 6 with QoS</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 31.0, 31.92, 59.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 1376.125, 1495.7457, 1681.4296</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 7 with QoS</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 13.0, 20.83, 24.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 509.5893, 567.03164, 768.5949</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 8 with QoS</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 19.0, 28.67, 45.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 879.7789, 1452.764, 1639.7931</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 9 with QoS</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 41.0, 51.99, 87.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 224.44736, 271.22287, 344.06854</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 10 with QoS</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 30.0, 32.78, 44.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 472.2663, 761.843, 767.32996</td>
</tr>
</tbody>
</table>
A.2. HAND-OUT

### Realized values of the composition:

<table>
<thead>
<tr>
<th>Service</th>
<th>Response Time (min, mean, max):</th>
<th>Cost:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Total number of invocations: 141

### Subelement:

**1.** Web Service No 1 with QoS:
- Response Time (min, mean, max): 38.0, 59.737587, 83.0
- Cost: 2.177307, 196.4003, 506.32004
- Total # of invocations: 141

### Subelement:

**2.** OR split, DISC join, where 1/2 services are started and 1 must finish, 2
- Order of ABEmerald Sequence: 3
- Subelement:
  - Web Service No 2 with QoS:
    - Response Time (min, mean, max): 13.0, 17.6921, 24.0
    - Cost: 0.6442756, 37.988582, 75.65675
    - Total # of invocations: 130

### Subelement:

**3.** Web Service No 3 with QoS:
- Response Time (min, mean, max): 11.0, 29.476923, 48.0
- Cost: 221.95439, 794.90106, 1471.3582
- Total # of invocations: 130

### Subelement:

**4.** Web Service No 4 with QoS:
- Response Time (min, mean, max): 1.0, 9.2615385, 19.0
- Cost: 39.65829, 299.72437, 552.23596
- Total # of invocations: 130

### Subelement:

**5.** Web Service No 5 with QoS:
- Response Time (min, mean, max): 14.0, 40.10182, 60.0
- Cost: 708.77451, 1801.19104, 1312.5217
- Total # of invocations: 11

### Subelement:

**6.** Web Service No 6 with QoS:
- Response Time (min, mean, max): 1.0, 32.19859, 82.0
- Cost: 139.52025, 1496.5722, 1959.8899
- Total # of invocations: 141

### Subelement:

**7.** Web Service No 7 with QoS:
- Response Time (min, mean, max): 8.0, 21.021276, 38.0
- Cost: 199.429525, 571.8603, 846.80597
- Total # of invocations: 141

### Subelement:

**8.** Web Service No 8 with QoS:
- Response Time (min, mean, max): 1.0, 34.26903, 61.0
- Cost: 457.34351, 1451.3613, 1527.19
- Total # of invocations: 141

### Subelement:

**9.** Web Service No 9 with QoS:
- Response Time (min, mean, max): 1.0, 52.80142, 113.0
- Cost: 75.968755, 204.92352, 461.6916
- Total # of invocations: 141

### Subelement:

**10.** Web Service No 10 with QoS:
- Response Time (min, mean, max): 10.0, 32.67376, 57.0
- Cost: 171.70997, 742.9963, 1202.0015
- Total # of invocations: 141
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Impact Model of Costs

AND 1
WS 1
IF: 0.0336
1.0
OR 2
1.0
WS 6
IF: 0.2563
1.0
WS 7
IF: 0.098
1.0
WS 8
IF: 0.2486
1.0
WS 9
IF: 0.0454
1.0
WS 10
IF: 0.1273
1.0
AND 2 (Seq)
0.922
WS 5
IF: 0.0134
0.078
WS 2
IF: 0.0059
0.922
WS 3
IF: 0.1255
0.922
WS 4
IF: 0.0459
0.922
Impact Model of Response Time

Computation

XOR 1
WS 1
IF: 0.3882
0.4255
XOR 2
0.2482
WS 6
IF: 0.0574
0.0567
WS 7
IF: 0.0
0.0
WS 8
IF: 0.0
0.0
WS 9
IF: 0.3265
0.2695
WS 10
IF: 0.0
0.0

AND 3 (Seq)
WS 2
IF: 0.0626
0.2482
WS 3
IF: 0.1216
0.2482
WS 4
IF: 0.0367
0.2482
WS 5
IF: 0.0
0.0
WS 1
IF: 0.3882
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# date: 2009-01-05
# These are the design time estimations of the setup.

Composition has estimations:
Response Time (min, mean, max): 31.0, 41.94, 54.0
Costs (min, mean, max): 156.48984, 1128.1564, 5314.09

OR split, OR join, where 1/2 services are started and 1 must finish. 1

| Subelement, [0.25]:
| OR split, OR join, where 2/3 services are started. 2
| | Subelement, [0.13]:
| | | Web Service No 1 with QoS:
| | | | Response Time: (min, mean, max): 37.0, 41.94, 54.0
| | | | Cost: (min, mean, max): 1015.39996, 1294.8214, 1370.5468
| | | Subelement, [0.1]:
| | | | Loop (Estimated 3 times), 3
| | | | | Subelement:
| | | | | | Web Service No 2 with QoS:
| | | | | | | Response Time: (min, mean, max): 36.0, 41.24, 50.0
| | | | | | | Cost: (min, mean, max): 452.58832, 682.87126, 924.9143
| | | | | Subelement:
| | | | | | Web Service No 3 with QoS:
| | | | | | | Response Time: (min, mean, max): 20.0, 51.36, 66.0
| | | | | | | Cost: (min, mean, max): 229.46642, 328.3388, 389.59998
| | | | | Subelement, [0.03]:
| | | | | | Web Service No 4 with QoS:
| | | | | | | Response Time: (min, mean, max): 71.0, 95.51, 97.0
| | | | | | | Cost: (min, mean, max): 593.2217, 872.5337, 968.7437
| | | Subelement, [0.75]:
| | | | Web Service No 5 with QoS:
| | | | | Response Time: (min, mean, max): 31.0, 49.91, 90.0
| | | | | Cost: (min, mean, max): 156.48984, 205.53635, 284.83356
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# date: 2009-01-05
# These are the realized values of the setup.

Realized values of the composition:

Response Time (min, mean, max): 2.0, 44.11110, 59.9
Cost: (min, mean, max): 927, 1822, 1291, 9982, 1716, 5248

Total number of invocations: 58

- Subelement, [0.00]:
  - OR split, OR join, where 2/3 services are started.

- Subelement, [0.39]:
  - Web Service No 1 with QoS:
    - Response Time: (min, mean, max): 25.0, 44.2359, 59.9
    - Cost: (min, mean, max): 927, 1822, 1291, 9982, 1716, 5248
    - Total # of invocations: 18

- Subelement, [0.40]:
  - Loop (Kestimation: 3 times), 3
  - On average 3.380953 iterations per invocation, with:
    - 1 iterations minimum
    - Total # of invocations: 21
    - Total # of iterations: 68

- Subelement:
  - Web Service No 2 with QoS:
    - Response Time: (min, mean, max): 25.0, 41.3085, 57.9
    - Cost: (min, mean, max): 148.3145, 700.1162, 1286.4136
    - Total # of invocations: 68

- Subelement:
  - Web Service No 3 with QoS:
    - Response Time: (min, mean, max): 2.0, 46.705888, 96.0
    - Cost: (min, mean, max): 113.3341, 337.4445, 494.2545
    - Total # of invocations: 68

- Subelement, [0.15]:
  - Web Service No 4 with QoS:
    - Response Time: (min, mean, max): 66.0, 86.4285, 102.0
    - Cost: (min, mean, max): 646.3866, 852.3296, 1006.0317
    - Total # of invocations: 7

- Subelement, [0.72]:
  - Web Service No 5 with QoS:
    - Response Time: (min, mean, max): 2.0, 55.84682, 134.0
    - Cost: (min, mean, max): 72.18178, 232.9713, 314.7603
    - Total # of invocations: 58
# A.2. HAND-OUT

---

# date: 2009-01-05

These are the design time estimations of the setup.

Composition has estimations:

- **Response Time (min, mean, max):** 8.0, 13.11, 232812, 57.0
- **Costs (min, mean, max):** 1311.293, 2181.4988, 5336.124

OR split, DISTR Join, where 5/10 services are started and 4 must finish. 1

- **Web Service No 1 with QoS:**
  - **Response Time (min, mean, max):** 3.0, 1.49, 10.0
  - **Cost:** (min, mean, max): 650.1171, 697.0652, 742.9949

- **Web Service No 2 with QoS:**
  - **Response Time (min, mean, max):** 16.0, 30.5, 34.0
  - **Cost:** (min, mean, max): 910.12067, 1244.0664, 1479.9344

- **Web Service No 3 with QoS:**
  - **Response Time (min, mean, max):** 7.0, 7.4, 13.0
  - **Cost:** (min, mean, max): 678.38586, 765.3185, 994.6084

- **Web Service No 4 with QoS:**
  - **Response Time (min, mean, max):** 7.0, 10.01, 14.0
  - **Cost:** (min, mean, max): 340.1327, 616.41974, 820.01725

- **Web Service No 5 with QoS:**
  - **Response Time (min, mean, max):** 56.0, 70.54, 92.0
  - **Cost:** (min, mean, max): 166.74295, 194.34271, 246.28497

- **Web Service No 6 with QoS:**
  - **Response Time (min, mean, max):** 32.0, 38.66, 57.0
  - **Cost:** (min, mean, max): 383.56046, 412.27782, 652.6

- **Web Service No 7 with QoS:**
  - **Response Time (min, mean, max):** 11.0, 20.22, 31.0
  - **Cost:** (min, mean, max): 234.47679, 379.56845, 542.52026

- **Web Service No 8 with QoS:**
  - **Response Time (min, mean, max):** 30.0, 33.6, 42.0
  - **Cost:** (min, mean, max): 206.57607, 344.82913, 681.942

- **Web Service No 9 with QoS:**
  - **Response Time (min, mean, max):** 20.0, 32.39, 46.0
  - **Cost:** (min, mean, max): 664.9792, 786.3107, 1280.5693

- **Web Service No 10 with QoS:**
  - **Response Time (min, mean, max):** 8.0, 10.01, 15.0
  - **Cost:** (min, mean, max): 453.9847, 503.38693, 566.20245
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# ------------------------------------------
# date: 2009-01-05
#
# These are the realized values of the setup.
#
# ------------------------------------------

Realized values of the composition:
  Response Time (min, mean, max): 9.0, 37.603848, 77.0
  Costs (min, mean, max): 1385.0.0469, 2121.085, 4769.6475
  Total number of invocations: 260

On split, nSTC join, where 5/10 services are started and 4 must finish. 1
Total # of invocations: 260

[Subelement, [0.01]:
  Web Service No 1 with QoS:
  Response Time: (min, mean, max): 1.0, 6.64, 15.0
  Cost: (min, mean, max): 638.6256, 705.8998, 822.35046
  Total # of invocations: 25

[Subelement, [0.02]:
  Web Service No 2 with QoS:
  Response Time: (min, mean, max): 1.0, 29.876404, 53.0
  Cost: (min, mean, max): 464.2979, 1238.5793, 2147.8433
  Total # of invocations: 99

[Subelement, [0.04]:
  Web Service No 3 with QoS:
  Response Time: (min, mean, max): 1.0, 7.208596, 16.0
  Cost: (min, mean, max): 336.78345, 760.03907, 1241.7505
  Total # of invocations: 188

[Subelement, [0.05]:
  Web Service No 4 with QoS:
  Response Time: (min, mean, max): 3.0, 10.78125, 16.0
  Cost: (min, mean, max): 120.918, 602.12177, 1098.9824
  Total # of invocations: 64

[Subelement, [0.06]:
  Web Service No 5 with QoS:
  Response Time: (min, mean, max): 19.0, 51.22222, 66.0
  Cost: (min, mean, max): 16.74546, 196.03423, 284.44222
  Total # of invocations: 161

[Subelement, [0.08]:
  Web Service No 6 with QoS:
  Response Time: (min, mean, max): 5.0, 35.953335, 77.0
  Cost: (min, mean, max): 21.71933, 402.92, 892.9569
  Total # of invocations: 201

[Subelement, [0.09]:
  Web Service No 7 with QoS:
  Response Time: (min, mean, max): 1.0, 19.12676, 42.0
  Cost: (min, mean, max): 12.62569, 384.16068, 767.1182
  Total # of invocations: 73

[Subelement, [0.1]:
  Web Service No 8 with QoS:
  Response Time: (min, mean, max): 21.0, 33.520959, 42.0
  Cost: (min, mean, max): 12.257721, 357.24112, 918.238345
  Total # of invocations: 191

[Subelement, [0.03]:
  Web Service No 9 with QoS:
  Response Time: (min, mean, max): 3.0, 30.539326, 67.0
  Cost: (min, mean, max): 64.76127, 746.39528, 2026.8804
  Total # of invocations: 109

[Subelement, [0.01]:
  Web Service No 10 with QoS:
  Response Time: (min, mean, max): 1.0, 10.772487, 21.0
  Cost: (min, mean, max): 357.448515, 505.89777, 668.21944
  Total # of invocations: 189
### Impact Model of Costs Composition

<table>
<thead>
<tr>
<th>WS</th>
<th>IF</th>
<th>0.0962</th>
</tr>
</thead>
<tbody>
<tr>
<td>OR 1</td>
<td>0.2462</td>
<td></td>
</tr>
<tr>
<td>WS 2</td>
<td>0.3808</td>
<td></td>
</tr>
<tr>
<td>WS 3</td>
<td>0.7231</td>
<td></td>
</tr>
<tr>
<td>WS 4</td>
<td>0.2462</td>
<td></td>
</tr>
<tr>
<td>WS 5</td>
<td>0.6192</td>
<td></td>
</tr>
<tr>
<td>WS 6</td>
<td>0.7731</td>
<td></td>
</tr>
<tr>
<td>WS 7</td>
<td>0.2808</td>
<td></td>
</tr>
<tr>
<td>WS 8</td>
<td>0.7346</td>
<td></td>
</tr>
<tr>
<td>WS 9</td>
<td>0.4192</td>
<td></td>
</tr>
<tr>
<td>WS 10</td>
<td>0.7269</td>
<td></td>
</tr>
</tbody>
</table>
A.2. HAND-OUT

# -----------------------------
# date: 2009-01-05
# These are the design time estimations of the setup.
# -----------------------------

Composition has estimations:

Response Time (min, mean, max): 41.0, 117.02295, 725.0
Cost: (min, mean, max): 4415.4479, 8245.411, 92281.707

AND split and join, 1

<table>
<thead>
<tr>
<th>Subelement:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 1 with QoS:</td>
</tr>
<tr>
<td>Response Time (min, mean, max): 10.0, 11.63, 18.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 241.02309, 313.72, 513.5868</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 2 with QoS:</td>
</tr>
<tr>
<td>Response Time (min, mean, max): 33.0, 37.69, 47.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 846.5981, 963.62295, 1339.1849</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 3 with QoS:</td>
</tr>
<tr>
<td>Response Time (min, mean, max): 22.0, 33.46, 34.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 372.73446, 644.99825, 1061.9478</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 4 with QoS:</td>
</tr>
<tr>
<td>Response Time (min, mean, max): 31.0, 43.39, 61.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 736.048, 909.04694, 1338.7078</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 5 with QoS:</td>
</tr>
<tr>
<td>Response Time (min, mean, max): 7.0, 12.19, 18.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 100.35557, 168.35362, 198.89468</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement:</th>
</tr>
</thead>
<tbody>
<tr>
<td>AND split and join, 2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 6 with QoS:</td>
</tr>
<tr>
<td>Response Time (min, mean, max): 41.0, 59.62, 62.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 441.5759, 651.85846, 591.99786</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 7 with QoS:</td>
</tr>
<tr>
<td>Response Time (min, mean, max): 36.0, 60.51, 61.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 201.85391, 318.47342, 325.6623</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement:</th>
</tr>
</thead>
<tbody>
<tr>
<td>XOR split and XOR join, 3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement, [0.72]:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 8 with QoS:</td>
</tr>
<tr>
<td>Response Time (min, mean, max): 30.0, 60.51, 67.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 526.07046, 618.4252, 664.4436</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement, [0.15]:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loop (Estimated: 5 times), 4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 9 with QoS:</td>
</tr>
<tr>
<td>Response Time (min, mean, max): 17.0, 31.98, 33.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 804.11975, 1158.6505, 1446.9174</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 10 with QoS:</td>
</tr>
<tr>
<td>Response Time (min, mean, max): 16.0, 28.44, 54.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 35.12013, 53.19737, 71.33427</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Subelement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 11 with QoS:</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 31.0, 36.78, 59.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 831.3944, 817.7012, 1145.1959</td>
</tr>
<tr>
<td>Subelement, [0.13]:</td>
</tr>
<tr>
<td>Web Service No 12 with QoS:</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 5.0, 7.69, 11.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 629.7165, 1115.7761, 1415.0142</td>
</tr>
<tr>
<td>Subelement</td>
</tr>
<tr>
<td>Web Service No 13 with QoS:</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 13.0, 19.05, 32.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 694.4039, 1381.3896, 1965.6458</td>
</tr>
<tr>
<td>Subelement</td>
</tr>
<tr>
<td>CR split, ENSC join, where 1/2 services are started and 1 must finish. 5</td>
</tr>
<tr>
<td>Subelement, [0.89]:</td>
</tr>
<tr>
<td>Web Service No 14 with QoS:</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 20.0, 22.43, 24.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 501.37628, 597.51278, 859.6056</td>
</tr>
<tr>
<td>Subelement, [0.11]:</td>
</tr>
<tr>
<td>Web Service No 15 with QoS:</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 28.0, 30.12, 81.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 6.34027, 9.2576885, 13.704545</td>
</tr>
<tr>
<td>Subelement</td>
</tr>
<tr>
<td>Web Service No 16 with QoS:</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 4.0, 8.1, 9.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 156.71298, 285.16406, 325.40204</td>
</tr>
<tr>
<td>Subelement</td>
</tr>
<tr>
<td>Web Service No 17 with QoS:</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 30.0, 42.86, 58.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 121.94054, 271.77739, 321.83493</td>
</tr>
</tbody>
</table>
# date: 2009-01-05
# These are the realized values of the setup.

Realized values of the composition:
Response Time (min, mean, max): 48.0, 174.86577, 1036.0
Costs (min, mean, max): 5590.6934, 8670.282, 25450.111
Total number of invocations: 23

AND split and join. 1

<table>
<thead>
<tr>
<th>Subelement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 1 with QoS:</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 7.0, 12.565217, 23.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 39.184357, 288.40488, 607.5144</td>
</tr>
<tr>
<td>Total # of invocations: 23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 2 with QoS:</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 30.0, 40.434784, 63.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 335.96082, 922.84695, 1502.9639</td>
</tr>
<tr>
<td>Total # of invocations: 23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 3 with QoS:</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 20.0, 37.869964, 54.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 161.43115, 574.28046, 1251.6294</td>
</tr>
<tr>
<td>Total # of invocations: 23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 4 with QoS:</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 14.0, 40.04348, 69.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 341.64144, 848.5004, 1338.3586</td>
</tr>
<tr>
<td>Total # of invocations: 23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 5 with QoS:</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 1.0, 13.782809, 21.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 62.765213, 157.46265, 242.28073</td>
</tr>
<tr>
<td>Total # of invocations: 23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 6 with QoS:</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 33.0, 61.608696, 92.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 257.9672, 449.0446, 724.92725</td>
</tr>
<tr>
<td>Total # of invocations: 23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 7 with QoS:</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 31.0, 61.304348, 104.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 172.90501, 330.1317, 451.6234</td>
</tr>
<tr>
<td>Total # of invocations: 23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement</th>
</tr>
</thead>
<tbody>
<tr>
<td>XOR split and XOR join. 3</td>
</tr>
<tr>
<td>Total # of invocations: 23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subelement (0.74)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Service No 8 with QoS:</td>
</tr>
<tr>
<td>Response Time: (min, mean, max): 33.0, 67.588234, 101.0</td>
</tr>
<tr>
<td>Cost: (min, mean, max): 456.34702, 591.18994, 754.9042</td>
</tr>
<tr>
<td>Total # of invocations: 17</td>
</tr>
</tbody>
</table>
APPENDIX A. EVALUATION

<table>
<thead>
<tr>
<th></th>
<th>Subelement, [0.13]:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Loop (Estimated: 5 times), 4</td>
</tr>
<tr>
<td></td>
<td>On average, 7 iterations per invocation, with</td>
</tr>
<tr>
<td></td>
<td>7 iterations minimum</td>
</tr>
<tr>
<td></td>
<td>9 iterations maximum</td>
</tr>
<tr>
<td></td>
<td>Total # of invocations: 3</td>
</tr>
<tr>
<td></td>
<td>Total # of iterations: 23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Subelement:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Web Service No 9 with QoS:</td>
</tr>
<tr>
<td></td>
<td>Response Time: (min, mean, max): 17.0, 34.391304, 55.0</td>
</tr>
<tr>
<td></td>
<td>Cost: (min, mean, max): 695.4996, 1162.9152, 1749.987</td>
</tr>
<tr>
<td></td>
<td>Total # of invocations: 23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Subelement:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Web Service No 10 with QoS:</td>
</tr>
<tr>
<td></td>
<td>Response Time: (min, mean, max): 9.0, 31.782608, 66.0</td>
</tr>
<tr>
<td></td>
<td>Cost: (min, mean, max): 28.277946, 57.33951, 104.81079</td>
</tr>
<tr>
<td></td>
<td>Total # of invocations: 23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Subelement:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Web Service No 11 with QoS:</td>
</tr>
<tr>
<td></td>
<td>Response Time: (min, mean, max): 7.0, 40.04348, 81.0</td>
</tr>
<tr>
<td></td>
<td>Cost: (min, mean, max): 363.83812, 811.3614, 1204.1954</td>
</tr>
<tr>
<td></td>
<td>Total # of invocations: 23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Subelement, [0.13]:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Web Service No 12 with QoS:</td>
</tr>
<tr>
<td></td>
<td>Response Time: (min, mean, max): 7.0, 7.0, 14.0</td>
</tr>
<tr>
<td></td>
<td>Cost: (min, mean, max): 388.61462, 854.22363, 1091.9017</td>
</tr>
<tr>
<td></td>
<td>Total # of invocations: 3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Subelement:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Web Service No 13 with QoS:</td>
</tr>
<tr>
<td></td>
<td>Response Time: (min, mean, max): 10.0, 22.043478, 37.0</td>
</tr>
<tr>
<td></td>
<td>Cost: (min, mean, max): 203.9478, 1530.2379, 2630.816</td>
</tr>
<tr>
<td></td>
<td>Total # of invocations: 23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Subelement:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR split, DSS job, where 1/2 services are started and 1 must finish. 5</td>
</tr>
<tr>
<td></td>
<td>Total # of invocations: 23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Subelement, [0.96]:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Web Service No 14 with QoS:</td>
</tr>
<tr>
<td></td>
<td>Response Time: (min, mean, max): 19.0, 22.545454, 26.0</td>
</tr>
<tr>
<td></td>
<td>Cost: (min, mean, max): 67.887665, 534.0669, 822.7224</td>
</tr>
<tr>
<td></td>
<td>Total # of invocations: 22</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Subelement, [0.04]:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Web Service No 15 with QoS:</td>
</tr>
<tr>
<td></td>
<td>Response Time: (min, mean, max): 21.0, 21.0, 21.0</td>
</tr>
<tr>
<td></td>
<td>Cost: (min, mean, max): 3.080326, 3.080326, 3.080326</td>
</tr>
<tr>
<td></td>
<td>Total # of invocations: 1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Subelement:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Web Service No 16 with QoS:</td>
</tr>
<tr>
<td></td>
<td>Response Time: (min, mean, max): 3.0, 8.913043, 18.0</td>
</tr>
<tr>
<td></td>
<td>Cost: (min, mean, max): 126.24422, 126.44475, 454.65692</td>
</tr>
<tr>
<td></td>
<td>Total # of invocations: 23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Subelement:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Web Service No 17 with QoS:</td>
</tr>
<tr>
<td></td>
<td>Response Time: (min, mean, max): 26.0, 49.608696, 75.0</td>
</tr>
<tr>
<td></td>
<td>Cost: (min, mean, max): 21.330084, 199.81945, 365.5691</td>
</tr>
<tr>
<td></td>
<td>Total # of invocations: 23</td>
</tr>
</tbody>
</table>
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Impact Model of Costs
SurveyGizmo: Practical Online Survey Software. Create web surveys.  

A.2. HAND-OUT

Survey: Validating usefulness of McDeSLA
Status: Launched (survey.open)

1. Before starting the evaluation

Before starting the evaluation, please answer the following questions:

1. Do you consider yourself to be from academia or from industry?
   - Industry
   - Academia
   - Both

2. Do you have experience using tools to support management of composite services?
   - Yes
   - No
   - Don’t know

3. How do you currently manage composite services?

4. Have you ever developed an approach for managing composite services?
   - Yes
   - No

5. How many years have you worked using composite services?
   - None
   - Up to 1 year
   - 1-2 years
   - 2-3 years
   - More than 3 years

6. My level of expertise concerning management of composite services is high.
   Strongly disagree | Disagree | Neither agree nor disagree | Agree | Strongly agree
   ☐ ☐ ☐ ☐ ☐

7. I consider research concerning management of composite services as necessary.
   Strongly disagree | Disagree | Neither agree nor disagree | Agree | Strongly agree
   ☐ ☐ ☐ ☐ ☐

1 of 10
13-I-2009 15:46

231
## Evaluation without MoDe4SLA: 5 €

Evaluation for the composition with 5 services.
Answer the following question after seeing only the structure (expected values).

### 8. The offered composition appears to be complex

<table>
<thead>
<tr>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neither agree nor disagree</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

After seeing runtime results **without MoDe4SLA**, please answer the following questions:

I can easily determine how much impact each service has on the composition.

<table>
<thead>
<tr>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neither agree nor disagree</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 10. Concerning Response time.
I can easily determine how much impact each service has on the composition.

<table>
<thead>
<tr>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neither agree nor disagree</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 11. Assume only a subset of services can be renegotiated regarding their SLAs.
I would feel confident in selecting services for renegotiation.

<table>
<thead>
<tr>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neither agree nor disagree</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
A.2. HAND-OUT

3. Evaluation with MoDe4SLA: 5 Serv

After seeing runtime results with MoDe4SLA, please answer the following questions:

13. After seeing the MoDe4SLA analysis, how is your confidence about the selection of services for renegotiation you made before?
   ● Less confident  ● Equally confident  ● More confident

14. Concerning Costs: I need less time to see relations between the different services and the composition.
   Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree
   ● ● ● ● ●

15. Concerning Response times: I need less time to see relations between the different services and the composition.
   Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree
   ● ● ● ● ●

16. Concerning Costs: I find it easier to determine the impact each service has on the composition than without the analysis.
   Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree
   ● ● ● ● ●

17. Concerning Response times: I find it easier to determine the impact each service has on the composition than without the analysis.
   Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree
   ● ● ● ● ●

18. MoDe4SLA approach is helpful when managing this composition with regard to:
   Accuracy (accurate specifying of maintaining services)  Accuracy (accurate specifying of non-maintaining services)
   Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree
   ● ● ● ● ●

Accuracy (accurate specifying of maintaining services)  ● ● ● ● ●
Accuracy (accurate specifying of non-maintaining services)  ● ● ● ● ●
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## 4. Evaluation without MoDe4SLA: 10

**Evaluation for the composition with 10 services.**

Answer the following question after seeing only the structure (or expected values).

**19. The offered composition appears to be complex.**

<table>
<thead>
<tr>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neither agree nor disagree</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

After seeing runtime results without MoDe4SLA, please answer the following questions:

**20. Concerning Costs.**

I can easily determine how much impact each service has on the composition.

<table>
<thead>
<tr>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neither agree nor disagree</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**21. Concerning Response time.**

I can easily determine how much impact each service has on the composition.

<table>
<thead>
<tr>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neither agree nor disagree</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

22. Assume only a subset of services can be renegotiated regarding their SLAS.

I would feel confident in selecting services for renegotiation.

<table>
<thead>
<tr>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neither agree nor disagree</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5. Evaluation with MoDe4SLA: 10 Ser

After seeing the runtime results with MoDe4SLA, please answer the following questions:

23. After seeing the MoDe4SLA analysis, how is your confidence about the selection of services for renegotiation you made before?
   ○ Less confident  ○ Equally confident  ○ More confident

24. Concerning Costs, I need less time to see relations between the different services and the composition.
   Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree

25. Concerning Response time, I need less time to see relations between the different services and the composition.
   Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree

26. Concerning Costs, I find it easier to determine the impact each service has on the composition than without the analysis.
   Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree

27. Concerning Response time, I find it easier to determine the impact each service has on the composition than without the analysis.
   Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree

28. Assume only a subset of services can be renegotiated regarding their SLAs, I would feel more confident in selecting services for renegotiation than without MoDe4SLA.
   Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree

29. MoDe4SLA approach is helpful when managing this composition with regard to:
   Accuracy/Inaccuracy of output classifying services
   Efficiency/Inefficiency of these services
   Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree
6. Evaluation without MoDe4SLA: 17

Evaluation for the composition with 17 services.
Answer the following question after seeing only the structure (expected values).

30. The offered composition appears to be complex.
   Strongly disagree | Disagree | Neither agree nor disagree | Agree | Strongly agree

After seeing runtime results without MoDe4SLA, please answer the following questions:

31. Concerning Costs.
   I can easily determine how much impact each service has on the composition.
   Strongly disagree | Disagree | Neither agree nor disagree | Agree | Strongly agree

32. Concerning Response time.
   I can easily determine how much impact each service has on the composition.
   Strongly disagree | Disagree | Neither agree nor disagree | Agree | Strongly agree

33. Assume only a subset of services can be renegotiated regarding their SLAS.
   I would feel confident in selecting services for renegotiation.
   Strongly disagree | Disagree | Neither agree nor disagree | Agree | Strongly agree
7. Evaluation with MoDe4SLA: 17 Ser

After seeing runtime results with MoDe4SLA, please answer the following questions:

34. After seeing the MoDe4SLA analysis, how is your confidence about the selection of services for renegotiation you made before?
   - Less confident
   - Equally confident
   - More confident

35. Concerning Costs,
   I need less time to see relations between the different services and the composition
<table>
<thead>
<tr>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neither agree nor disagree</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
</table>

36. Concerning Response time,
   I need less time to see relations between the different services and the composition
<table>
<thead>
<tr>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neither agree nor disagree</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
</table>

37. Concerning Costs,
   I find it easier to determine the impact each service has on the composition than without the analysis
<table>
<thead>
<tr>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neither agree nor disagree</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
</table>

38. Concerning Response time,
   I find it easier to determine the impact each service has on the composition than without the analysis
<table>
<thead>
<tr>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neither agree nor disagree</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
</table>

39. Assume only a subset of services can be renegotiated regarding their SLAs.
   I would feel more confident in selecting services for renegotiation than without MoDe4SLA.
<table>
<thead>
<tr>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neither agree nor disagree</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
</table>

40. MoDe4SLA approach is helpful when managing this composition with regard to:
<table>
<thead>
<tr>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neither agree nor disagree</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
</table>
   Accuracy/average completion of multi-layering services
   Efficiency/delivery of non services
8. After all compositions are evaluate.

After evaluating all compositions, please answer the following questions.

41. I consider research concerning management of composite services as necessary.

<table>
<thead>
<tr>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neither agree nor disagree</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
</tbody>
</table>

42. The presentation before the evaluation was sufficient to properly understand the McDeeSLA approach.

<table>
<thead>
<tr>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neither agree nor disagree</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
</tbody>
</table>

43. McDeeSLA is helpful for managing service compositions.

<table>
<thead>
<tr>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neither agree nor disagree</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
</tbody>
</table>

44. What part of McDeeSLA do you consider most beneficial?


45. What are the weak points of McDeeSLA (possible improvements)?


46. Are you aware of any other approaches supporting management of service compositions? If so, what is the name of the approach?

<table>
<thead>
<tr>
<th>No</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐</td>
<td>☐</td>
</tr>
</tbody>
</table>

47. McDeeSLA is more helpful than the above mentioned approaches.

<table>
<thead>
<tr>
<th>Yes</th>
<th>No</th>
<th>Not applicable</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
</tbody>
</table>

48. Please fill out your name and email so that we can get back to you if we have some questions and so that we can keep you informed about the results of this evaluation. Please note that we will not use your name and email for anything other than above mentioned purposes.

Name: ____________________________

Email: ____________________________
Test 1
Concerning Costs:
The costs are higher than expected because the expensive loop branch (construct 3) is chosen more often than expected. As a result, more services are invoked per composition invocation. Therefore, overall costs are higher. Either the structure of the composition should be changed or the SLA of the composition itself has to be reconsidered.

Concerning Response Time (RT):
Also the RT is higher than expected because the loop branch is chosen more often than expected. In addition, WS 5 has a high impact on the composition (32% of the overall response time is contributed by this service). The service is not chosen more often than expected but is performing bad. So, either the structure has to be improved and/or the SLA of WS 5 concerning RT should be renegotiated.

Test 2
Concerning Costs:
Although all services are performing within boundaries, the overall composition is exceeding its costs. Considering red branches in combination with high impact factors, leads to the following conclusions: WS 2 and WS 9 have a high impact and contribute more than expected. They cause a big part of the overall costs. Either the structure should be changed, WS 2 and/or WS 9 should be renegotiated or replaced by cheaper services, or the SLA of the composition should be adapted.

Concerning RT:
The composition is performing badly because of several factors. WS 6 is contributing a lot to the overall RT (4%). This is more contribution and more violation than expected. This service should be reconsidered. In addition, both WS 2 and WS 9 are contributing more and are not performing well. Also these can be reconsidered. Although WS 7 is not doing well, its impact is relatively low. WS 8 is performing fine but since its impact is high and it is contributing more than expected, it might be worth replacing it with a faster one. Due to the numerous violations no single recommendation can be appointed without considering additional criteria from the application domain, which are not known here.

Test 3
Concerning Costs:
The bad performance cost wise is mainly caused by WS 13 and by the loop which is performed more often than expected. Renegotiating WS 13, changing the loop structure, and replacing WS 9 and WS 11 with cheaper services are good options. The impact of WS 17 and WS 10 are too low to make a real difference when renegotiated and can therefore be neglected.

Concerning RT:
The overall bad performance RT wise is due to all red and yellow services. Especially since also all the branches reaching them are red. Therefore, choose the ones with the highest impact: WS 11, WS 10, and WS 9 are good options. Also WS 8 might be considered because of the many branches. Since so many branches are red, reconsidering the overall structure is also a good choice.
A.3 Survey results
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Report: Response Summary Report #7
Survey: Validating Usefulness of MoDe4SLA
Compiled: 07/30/2009

1. Do you consider yourself to be from academia or from industry?

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Industry</td>
<td>2</td>
<td>5.88%</td>
</tr>
<tr>
<td>Academia</td>
<td>23</td>
<td>67.65%</td>
</tr>
<tr>
<td>Both</td>
<td>9</td>
<td>26.47%</td>
</tr>
</tbody>
</table>

Statistics
Choices Selected: 34
Total Responses: 34

2. Do you have experience using tools to support management of composite services?

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>5</td>
<td>14.71%</td>
</tr>
<tr>
<td>No</td>
<td>28</td>
<td>82.35%</td>
</tr>
<tr>
<td>Don't know</td>
<td>1</td>
<td>2.94%</td>
</tr>
</tbody>
</table>

Statistics
Choices Selected: 34
Total Responses: 34

3. Have you ever developed an approach for managing composite services?

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
</table>

---
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4. How many years have you worked using composite services?

Summary

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>20</td>
<td>58.82%</td>
</tr>
<tr>
<td>Up to 1 year</td>
<td>4</td>
<td>11.76%</td>
</tr>
<tr>
<td>1-2 years</td>
<td>1</td>
<td>2.94%</td>
</tr>
<tr>
<td>2-3 years</td>
<td>5</td>
<td>14.71%</td>
</tr>
<tr>
<td>More than 3 years</td>
<td>4</td>
<td>11.76%</td>
</tr>
</tbody>
</table>

Statistics

Choices Selected: 34
Total Responses: 34

5. My level of expertise concerning management of composite services is high.

Summary

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>10</td>
<td>29.41%</td>
</tr>
<tr>
<td>Disagree</td>
<td>10</td>
<td>29.41%</td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>11</td>
<td>32.35%</td>
</tr>
<tr>
<td>Agree</td>
<td>2</td>
<td>5.88%</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>1</td>
<td>2.94%</td>
</tr>
</tbody>
</table>

Statistics

Choices Selected: 34
Total Responses: 34

6. I consider research concerning management of composite services as necessary.

Summary


APPENDIX A. EVALUATION

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neither agree nor disagree</td>
<td>3</td>
<td>8.82%</td>
</tr>
<tr>
<td>Agree</td>
<td>18</td>
<td>52.94%</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>13</td>
<td>38.24%</td>
</tr>
</tbody>
</table>

Statistics

Choices Selected: 34
Total Responses: 34

7. The offered composition appears to be complex.

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>2</td>
<td>5.88%</td>
</tr>
<tr>
<td>Disagree</td>
<td>10</td>
<td>29.41%</td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>11</td>
<td>32.35%</td>
</tr>
<tr>
<td>Agree</td>
<td>10</td>
<td>29.41%</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>1</td>
<td>2.94%</td>
</tr>
</tbody>
</table>

Statistics

Choices Selected: 34
Total Responses: 34

8. Concerning Costs,
I can easily determine how much impact each service has on the composition.

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>3</td>
<td>8.82%</td>
</tr>
<tr>
<td>Disagree</td>
<td>10</td>
<td>29.41%</td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>10</td>
<td>29.41%</td>
</tr>
<tr>
<td>Agree</td>
<td>11</td>
<td>32.35%</td>
</tr>
</tbody>
</table>

Statistics

Choices Selected: 34
Total Responses: 34

I can easily determine how much impact each service has on the composition.
### A.3. SURVEY RESULTS

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>4</td>
<td>11.76%</td>
</tr>
<tr>
<td>Disagree</td>
<td>14</td>
<td>41.18%</td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>8</td>
<td>23.53%</td>
</tr>
<tr>
<td>Agree</td>
<td>8</td>
<td>23.53%</td>
</tr>
</tbody>
</table>

**Statistics**
- Choices Selected: 34
- Total Responses: 34

10. Assume only a subset of services can be renegotiated regarding their SLAS. I would feel confident in selecting services for renegotiation.

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>3</td>
<td>8.82%</td>
</tr>
<tr>
<td>Disagree</td>
<td>10</td>
<td>29.41%</td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>8</td>
<td>23.53%</td>
</tr>
<tr>
<td>Agree</td>
<td>12</td>
<td>35.29%</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>1</td>
<td>2.94%</td>
</tr>
</tbody>
</table>

**Statistics**
- Choices Selected: 34
- Total Responses: 34

11. After seeing the MoDe4SLA analysis, how is your confidence about the selection of services for renegotiation you made before?

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less confident</td>
<td>10</td>
<td>30.30%</td>
</tr>
<tr>
<td>Equally confident</td>
<td>7</td>
<td>21.21%</td>
</tr>
<tr>
<td>More confident</td>
<td>16</td>
<td>48.48%</td>
</tr>
</tbody>
</table>

**Statistics**
- Choices Selected: 33
- Total Responses: 33
12. Concerning Costs: I need less time to see relations between the different services and the composition.

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disagree</td>
<td>1</td>
<td>2.94%</td>
</tr>
<tr>
<td>Agree</td>
<td>19</td>
<td>55.88%</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>14</td>
<td>41.18%</td>
</tr>
</tbody>
</table>

Statistics
Choices Selected: 34
Total Responses: 34

13. Concerning Response time: I need less time to see relations between the different services and the composition.

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disagree</td>
<td>2</td>
<td>5.88%</td>
</tr>
<tr>
<td>Agree</td>
<td>17</td>
<td>50.00%</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>15</td>
<td>44.12%</td>
</tr>
</tbody>
</table>

Statistics
Choices Selected: 34
Total Responses: 34

14. Concerning Costs: I find it easier to determine the impact each service has on the composition than without the analysis.

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disagree</td>
<td>2</td>
<td>5.88%</td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>2</td>
<td>5.88%</td>
</tr>
<tr>
<td>Agree</td>
<td>18</td>
<td>52.94%</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>12</td>
<td>35.29%</td>
</tr>
</tbody>
</table>

Statistics
Choices Selected: 34
Total Responses: 34
15. Concerning Response time: I find it easier to determine the impact each service has on the composition than without the analysis.

<table>
<thead>
<tr>
<th>Summary</th>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Neither agree nor disagree</td>
<td>2</td>
<td>52.88%</td>
</tr>
<tr>
<td></td>
<td>Agree</td>
<td>17</td>
<td>50.00%</td>
</tr>
<tr>
<td></td>
<td>Strongly agree</td>
<td>15</td>
<td>44.12%</td>
</tr>
</tbody>
</table>

Statistics
Choices Selected: 34
Total Responses: 34

16. Assume only a subset of services can be renegotiated regarding their SLAs.
I would feel more confident in selecting services for renegotiation than without MoDe4SLA.

<table>
<thead>
<tr>
<th>Summary</th>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Disagree</td>
<td>1</td>
<td>29.4%</td>
</tr>
<tr>
<td></td>
<td>Neither agree nor disagree</td>
<td>2</td>
<td>52.88%</td>
</tr>
<tr>
<td></td>
<td>Agree</td>
<td>19</td>
<td>55.88%</td>
</tr>
<tr>
<td></td>
<td>Strongly agree</td>
<td>12</td>
<td>35.29%</td>
</tr>
</tbody>
</table>

Statistics
Choices Selected: 34
Total Responses: 34

17. MoDe4SLA approach is helpful when managing this composition with regard to:

<table>
<thead>
<tr>
<th>Item</th>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neither agree nor disagree</th>
<th>Agree</th>
<th>Strongly agree</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (accurate depicting of malfunctioning services)</td>
<td>2.9%1</td>
<td>5.9%2</td>
<td>11.8%4</td>
<td>55.9%19</td>
<td>23.5%8</td>
<td>34</td>
</tr>
<tr>
<td>Efficiency (faster depicting of these services)</td>
<td>-</td>
<td>-</td>
<td>8.8%3</td>
<td>55.9%19</td>
<td>35.3%12</td>
<td>34</td>
</tr>
</tbody>
</table>
APPENDIX A. EVALUATION

Average %: 1.5% 2.9% 10.3% 55.9% 29.4% 68
Total Responses: 34

18. The offered composition appears to be complex.

Summary
Value Count Percent %
Strongly disagree 9 26.47%
Disagree 14 41.18%
Neither agree nor disagree 4 11.76%
Agree 5 14.71%
Strongly agree 2 5.88%

Statistics
Choices Selected: 34
Total Responses: 34

19. Concerning Costs.
I can easily determine how much impact each service has on the composition.

Summary
Value Count Percent %
Strongly disagree 2 5.88%
Disagree 12 35.29%
Neither agree nor disagree 11 32.35%
Agree 8 23.53%
Strongly agree 1 2.94%

Statistics
Choices Selected: 34
Total Responses: 34

I can easily determine how much impact each service has on the composition.

Summary
Value Count Percent %
Strongly disagree 4 11.76%
Disagree 12 35.29%
Neither agree nor disagree 11 32.35%
### A.3. SURVEY RESULTS

#### Summary

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agree</td>
<td>5</td>
<td>14.71%</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>2</td>
<td>5.88%</td>
</tr>
</tbody>
</table>

Statistics

- Choices Selected: 34
- Total Responses: 34

21. Assume only a subset of services can be renegotiated regarding their SLAS. I would feel confident in selecting services for renegotiation.

#### Summary

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>3</td>
<td>8.82%</td>
</tr>
<tr>
<td>Disagree</td>
<td>12</td>
<td>35.29%</td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>6</td>
<td>17.69%</td>
</tr>
<tr>
<td>Agree</td>
<td>13</td>
<td>38.24%</td>
</tr>
</tbody>
</table>

Statistics

- Choices Selected: 34
- Total Responses: 34

22. After seeing the MoDe4SLA analysis, how is your confidence about the selection of services for renegotiation you made before?

#### Summary

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less confident</td>
<td>14</td>
<td>41.18%</td>
</tr>
<tr>
<td>Equally confident</td>
<td>4</td>
<td>11.76%</td>
</tr>
<tr>
<td>More confident</td>
<td>16</td>
<td>47.06%</td>
</tr>
</tbody>
</table>

Statistics

- Choices Selected: 34
- Total Responses: 34

23. Concerning Costs. I need less time to see relations between the different services and the composition.
APPENDIX A. EVALUATION

Summary
Value       Count  Percent %
Disagree    1      2.94%
Neither agree nor disagree 4  11.76%
Agree       18     52.94%
Strongly agree 11  32.35%

Statistics
Choices Selected: 34
Total Responses: 34

I need less time to see relations between the different services and the composition.

Summary
Value       Count  Percent %
Disagree    2      5.88%
Agree       13     38.24%
Strongly agree 19  55.88%

Statistics
Choices Selected: 34
Total Responses: 34

25. Concerning Costs.
I find it easier to determine the impact each service has on the composition than without the analysis.

Summary
Value       Count  Percent %
Disagree    2      5.88%
Neither agree nor disagree 4  11.76%
Agree       16     47.06%
Strongly agree 12  35.29%

Statistics
Choices Selected: 34
Total Responses: 34

I find it easier to determine the impact each service has on the composition than without the analysis.
A.3. SURVEY RESULTS

Summary

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neither agree nor disagree</td>
<td>294</td>
<td>294%</td>
</tr>
<tr>
<td>Agree</td>
<td>15</td>
<td>44.12%</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>18</td>
<td>52.94%</td>
</tr>
</tbody>
</table>

Statistics

Choices Selected: 34
Total Responses: 34

27. Assume only a subset of services can be renegotiated regarding their SLAs.
I would feel more confident in selecting services for renegotiation than without MoDe4SLA.

Summary

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disagree</td>
<td>2</td>
<td>5.29%</td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>1</td>
<td>2.94%</td>
</tr>
<tr>
<td>Agree</td>
<td>18</td>
<td>52.94%</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>13</td>
<td>38.24%</td>
</tr>
</tbody>
</table>

Statistics

Choices Selected: 34
Total Responses: 34

28. MoDe4SLA approach is helpful when managing this composition with regard to:

<table>
<thead>
<tr>
<th>Item</th>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neither agree nor disagree</th>
<th>Agree</th>
<th>Strongly agree</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (accurate</td>
<td>2.9%</td>
<td>5.9%</td>
<td>14.7%</td>
<td>44.1%</td>
<td>32.4%</td>
<td>34</td>
</tr>
<tr>
<td>depicting of malfunctioning</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>services)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Efficiency (faster</td>
<td>2.9%</td>
<td>5.9%</td>
<td>52.9%</td>
<td>38.2%</td>
<td></td>
<td>34</td>
</tr>
<tr>
<td>depicting of these</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>services)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average %</td>
<td>2.9%</td>
<td>2.9%</td>
<td>10.3%</td>
<td>48.5%</td>
<td>35.3%</td>
<td>68</td>
</tr>
<tr>
<td>Total Responses:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>34</td>
</tr>
</tbody>
</table>

29. The offered composition appears to be complex.
APPENDIX A. EVALUATION

<table>
<thead>
<tr>
<th>Summary</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disagree</td>
<td>1</td>
<td>2.94%</td>
</tr>
<tr>
<td>Agree</td>
<td>9</td>
<td>26.47%</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>24</td>
<td>70.59%</td>
</tr>
</tbody>
</table>

Statistics
Choices Selected: 34
Total Responses: 34

30. Concerning Costs,
I can easily determine how much impact each service has on the composition.

<table>
<thead>
<tr>
<th>Summary</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>11</td>
<td>32.35%</td>
</tr>
<tr>
<td>Disagree</td>
<td>16</td>
<td>47.06%</td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>4</td>
<td>11.76%</td>
</tr>
<tr>
<td>Agree</td>
<td>3</td>
<td>8.82%</td>
</tr>
</tbody>
</table>

Statistics
Choices Selected: 34
Total Responses: 34

31. Concerning Response time,
I can easily determine how much impact each service has on the composition.

<table>
<thead>
<tr>
<th>Summary</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>13</td>
<td>38.24%</td>
</tr>
<tr>
<td>Disagree</td>
<td>14</td>
<td>41.18%</td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>4</td>
<td>11.76%</td>
</tr>
<tr>
<td>Agree</td>
<td>3</td>
<td>8.82%</td>
</tr>
</tbody>
</table>

Statistics
Choices Selected: 34
Total Responses: 34

32. Assume only a subset of services can be renegotiated regarding their SLAS.
I would feel confident in selecting services for renegotiation.

<table>
<thead>
<tr>
<th>Summary</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>13</td>
<td>38.24%</td>
</tr>
<tr>
<td>Disagree</td>
<td>12</td>
<td>35.29%</td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>5</td>
<td>14.71%</td>
</tr>
<tr>
<td>Agree</td>
<td>4</td>
<td>11.76%</td>
</tr>
</tbody>
</table>

Statistics

Choices Selected: 34
Total Responses: 34

33. After seeing the MoDe4SLA analysis, how is your confidence about the selection of services for renegotiation you made before?

<table>
<thead>
<tr>
<th>Summary</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less confident</td>
<td>10</td>
<td>32.26%</td>
</tr>
<tr>
<td>Equally confident</td>
<td>5</td>
<td>16.13%</td>
</tr>
<tr>
<td>More confident</td>
<td>16</td>
<td>51.61%</td>
</tr>
</tbody>
</table>

Statistics

Choices Selected: 31
Total Responses: 31

34. Concerning Costs.

I need less time to see relations between the different services and the composition.

<table>
<thead>
<tr>
<th>Summary</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neither agree nor disagree</td>
<td>1</td>
<td>22.94%</td>
</tr>
<tr>
<td>Agree</td>
<td>16</td>
<td>44.07%</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>17</td>
<td>50.00%</td>
</tr>
</tbody>
</table>

Statistics

Choices Selected: 34
Total Responses: 34
35. Concerning Response time.
I need less time to see relations between the different services and the composition.

Summary
Value       Count Percent %
Agree       11  32.35%
Strongly agree  23  67.65%

Statistics
Choices Selected: 34
Total Responses: 34

36. Concerning Costs.
I find it easier to determine the impact each service has on the composition than without the analysis.

Summary
Value       Count Percent %
Disagree    1  2.94%
Neither agree nor disagree  4  11.76%
Agree       15  44.12%
Strongly agree  14  41.18%

Statistics
Choices Selected: 34
Total Responses: 34

37. Concerning Response time.
I find it easier to determine the impact each service has on the composition than without the analysis.

Summary
Value       Count Percent %
Strongly disagree  1  2.94%
Neither agree nor disagree  1  2.94%
Agree       14  41.18%
Strongly agree  18  52.04%

Statistics
Choices Selected: 34
Total Responses: 34
38. Assume only a subset of services can be renegotiated regarding their SLAs. I would feel more confident in selecting services for renegotiation than without MoDe4SLA.

Summary

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disagree</td>
<td>1</td>
<td>29.4%</td>
</tr>
<tr>
<td>Neither agree</td>
<td>2</td>
<td>5.8%</td>
</tr>
<tr>
<td>Agree</td>
<td>14</td>
<td>41.8%</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>17</td>
<td>50.0%</td>
</tr>
</tbody>
</table>

Statistics

Choices Selected: 34
Total Responses: 34

39. MoDe4SLA approach is helpful when managing this composition with regard to:

<table>
<thead>
<tr>
<th>Item</th>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neither agree nor disagree</th>
<th>Agree</th>
<th>Strongly agree</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (accurate depicting of malfunctioning services)</td>
<td>2.9%</td>
<td>2.9%</td>
<td>8.8%</td>
<td>50.0%</td>
<td>35.3%</td>
<td>34</td>
</tr>
<tr>
<td>Efficiency (faster depicting of these services)</td>
<td>-</td>
<td>2.9%</td>
<td>5.9%</td>
<td>41.2%</td>
<td>50.0%</td>
<td>34</td>
</tr>
<tr>
<td>Average:</td>
<td>1.5%</td>
<td>2.9%</td>
<td>7.4%</td>
<td>45.6%</td>
<td>42.6%</td>
<td>68</td>
</tr>
</tbody>
</table>

Total Responses: 34

40. I consider research concerning management of composite services as necessary.

Summary

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neither agree</td>
<td>1</td>
<td>29.4%</td>
</tr>
<tr>
<td>Agree</td>
<td>15</td>
<td>44.1%</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>18</td>
<td>52.9%</td>
</tr>
</tbody>
</table>

Statistics

Choices Selected: 34
APPENDIX A. EVALUATION

Summary
Value   Count Percent %
Total Responses 34

41. The presentation before the evaluation was sufficient to properly understand the MoDe4SLA approach.

Value   Count Percent %
Disagree 2 5.88%
Neither agree nor disagree 2 5.88%
Agree 21 61.76%
Strongly agree 9 26.47%

Statistics
Choices Selected: 34
Total Responses: 34

42. MoDe4SLA is helpful for managing service compositions.

Value     Count Percent %
Neither agree nor disagree 2 5.88%
Agree 15 44.12%
Strongly agree 17 50.00%

Statistics
Choices Selected: 34
Total Responses: 34

43. Are you aware of any other approaches supporting management of service compositions? If so, what is the name of the approach?

Value Count Percent %
No 32 94.12%
Yes 2 5.88%

Other Values: Yes
A.3. SURVEY RESULTS

Value | Count
---|---
Q-WSDL, WSLA | 1
work in Leyman group | 1

Statistics
Choices Selected: 33
Total Responses: 33

44. MoDe4SLA is more helpful than the above mentioned approaches.

<table>
<thead>
<tr>
<th>Value</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>2</td>
<td>60.6%</td>
</tr>
<tr>
<td>No</td>
<td>1</td>
<td>3.03%</td>
</tr>
<tr>
<td>Not applicable</td>
<td>30</td>
<td>90.91%</td>
</tr>
</tbody>
</table>

Statistics
Choices Selected: 33
Total Responses: 33

Appendix 1:
How do you currently manage composite services?

Data

<table>
<thead>
<tr>
<th>Code</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>19945154</td>
<td>Using workflow engine.</td>
</tr>
<tr>
<td>19945429</td>
<td>Not</td>
</tr>
<tr>
<td>19945259</td>
<td>Not</td>
</tr>
<tr>
<td>23159394</td>
<td>Based on QoS aspects: &quot;management&quot;, i.e., replanning of compositions is automatically done if a SLA deviation is detected (in fact, it's more self-organization than management).</td>
</tr>
<tr>
<td>23159917</td>
<td>With the help of algorithms and heuristics.</td>
</tr>
<tr>
<td>23160289</td>
<td>In theory</td>
</tr>
<tr>
<td>23160947</td>
<td>Operating system does it</td>
</tr>
<tr>
<td>23162141</td>
<td>The thumb rule</td>
</tr>
<tr>
<td>23990807</td>
<td>Process engines and execution logs. For example BPEL engine</td>
</tr>
<tr>
<td>23991571</td>
<td>Ad hoc, look at the end result.</td>
</tr>
</tbody>
</table>

Appendix 2:
What part of MoDe4SLA do you consider most beneficial?
APPENDIX A. EVALUATION

Data

Code | Value
---|---
19945154 | It can quickly identify and visualize the problematic parts. 2. The result can work nicely as a starting point for improving service compositions.
19945429 | The impact model of response time
  1. With the response time you directly see which services you do not have to look at all. 2. Makes it much easier and faster to get the relation between the different services. 3. Reduces errors from one-by-one comparison of values.
19945579 | - the graph visualization - the colors
23155349 | Color coding is intuitive; good services (and bad ones respectively) can be recognized very fast.
23157745 | visualization
23158420 | The coloring of the services is most helpful to see which services should be considered in a more thorough analysis and which can be ignored.
23158789 | Coloring information Information on AND Response Time
23159075 | The coloring - you can get the information you need in very short time.
23159304 | The more complex a composition gets, the more difficult it is to understand the impact of the different services. Here, ModivaSLA helps a lot.
23159917 | the color of the services in combination with the impact factor
23160289 | Structure visualization - coloring - impact factors
23160692 | coloring
23160947 | The graphical part
23161329 | the diagrams are after some study easy to understand
23161861 | Structured, systematic approach Graphical representation of the results
23162149 | Impact Factor
23065138 | Drawing the focus of the composition to the important things
23065265 | The model concerning response time
23065623 | I like the graphical part
23065645 | The overview it gives, to see instantly where possible weak links are. Compare with guidelines for business processes of biz design.
23067219 | Visualisation of real impact. Incorporates effect of composition structure and relationships.
23068240 | Visualisation and "instance" approach are both useful
23068630 | Determining web services that have no impact at all.
23069164 | I like the fact that the tool revealed how services interact and how compositions affect the overall efficiency.
23069619 | Analysis of response time in complex service composition structured
23069786 | Coloring Mentioning of IF
23090027 | the time analysis
23090280 | To see the impact of each service!
23090577 | Intuitive visualization Trouble makers can be easily identified dependencies of the composite service on the used ones becomes more
### A.3. SURVEY RESULTS

<table>
<thead>
<tr>
<th>Code</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>23990668</td>
<td>The approach in general. With all parts like coloured overview.</td>
</tr>
<tr>
<td>23991193</td>
<td>Graphical representation instance based evaluation</td>
</tr>
<tr>
<td>23991378</td>
<td>Colored representations of relations and services</td>
</tr>
<tr>
<td>23991571</td>
<td>Graphical representation</td>
</tr>
</tbody>
</table>

#### Appendix 3:
What are the weak points of MoDe4SLA (possible improvements)?

<table>
<thead>
<tr>
<th>Code</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>19945134</td>
<td>Numbers, colours, arrows, and their combination would mean. It might</td>
</tr>
<tr>
<td></td>
<td>be helpful to visualize the service composition structure of the cases.</td>
</tr>
<tr>
<td>19945429</td>
<td>Could not find any</td>
</tr>
<tr>
<td>19945595</td>
<td>Colours might mislead</td>
</tr>
<tr>
<td>23155349</td>
<td>Colours are a little bit together (green)</td>
</tr>
<tr>
<td>23157347</td>
<td>Needed pretty much time to understand the different values annotated</td>
</tr>
<tr>
<td></td>
<td>in the graphs, ratio of contribution seems to be captured twice with</td>
</tr>
<tr>
<td></td>
<td>the different perspectives. Remark: 1. Is process simulation of block-</td>
</tr>
<tr>
<td></td>
<td>structured processes related to that? 2. Visualisation with the use of</td>
</tr>
<tr>
<td></td>
<td>feature trees?</td>
</tr>
<tr>
<td>23158430</td>
<td>The impacts of a loop, especially of the iteration count aren’t very</td>
</tr>
<tr>
<td></td>
<td>easy to discover. You still need to have a look into the data sheets.</td>
</tr>
<tr>
<td>23158789</td>
<td>Additional information about delta of estimated (cost/time) at runtime</td>
</tr>
<tr>
<td>23159075</td>
<td>The numbers of the branches are too close together</td>
</tr>
<tr>
<td>23159394</td>
<td>The way the deviations are depicted is not that intuitive, these are</td>
</tr>
<tr>
<td></td>
<td>still 3</td>
</tr>
<tr>
<td>23159917</td>
<td>Interpretation of Impact Factors</td>
</tr>
<tr>
<td></td>
<td>- does it automatically arrange the bubbles? -&gt; colors for arrows vs.</td>
</tr>
<tr>
<td></td>
<td>colors for bubbles different meaning but same colors -&gt; maybe choose</td>
</tr>
<tr>
<td></td>
<td>different colors</td>
</tr>
<tr>
<td>23160092</td>
<td>Better explanation of the values</td>
</tr>
<tr>
<td></td>
<td>The calculations of the impact cannot be clearly seen from the graph.</td>
</tr>
<tr>
<td>23160394</td>
<td>Impact = prod of # invocations and agreed cost -&gt; it will be good to</td>
</tr>
<tr>
<td></td>
<td>include this value in the graph (value of cost)</td>
</tr>
</tbody>
</table>
APPENDIX A. EVALUATION

Data

<table>
<thead>
<tr>
<th>Code</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>23161329</td>
<td>I am no expert in the analysis of composite web services but I have the feeling that it would be a good thing to assume that services are independent of each other. In practice this assumption is found to be useful. So these service compositions are generated for the validation but how do people now build these services? Is it fair to assume that services are independent of each other?</td>
</tr>
</tbody>
</table>
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SAMENVATTING

Het gebruik van meerdere modellen waarbij ieder model een specifiek aspect of deel van het software systeem beschrijft, komt veelvuldig voor in onderzoeksgebieden zoals software development, information systems development en e-business development. In dit proefschrift richten wij ons op modelgebaseerde methoden die het beschrijven van de samenwerking tussen verschillende bedrijven ondersteunen. Deze samenwerkingsbanden zijn gewoonlijk complex wat betreft coördinatie, overeenkomsten en waardecreatie voor de betrokken partijen. In de ontwerpfase moet we ervoor zorgen dat de verschillende modellen consistent zijn met elkaar, dat wil zeggen dat ze hetzelfde systeem beschrijven. In de uitvoeringsfase moeten we er daarnaast rekening mee houden dat het software systeem zich anders kan gedragen dan oorspronkelijk overeengekomen is. Dit afwijkende gedrag kan bijvoorbeeld veroorzaakt worden doordat partijen zich niet aan de overeenkomst houden. Daarom behoren het verzekeren van consistentie in de ontwerpfase en het monitoren van het systeem in de uitvoeringsfase zodat inconsistenties met de modellen gedetecteerd worden, tot de grootste uitdagingen van dit onderzoek.

Tijdens het managen van complexe samenwerkingsbanden is het daarnaast ook van belang om de modellen die de samenwerking beschrijven te onderhouden zodat het succes van de samenwerking in de gaten gehouden kan worden. Het aanpassen van één model om de consistentie met het lopende systeem te behouden, kan leiden tot nieuwe inconsistenties tussen de verschillende modellen. De consequentie hiervan is dat de onderhoudsfase van de modellen tijdrovend is en groeit in complexiteit wanneer het aantal modellen toeneemt.

In dit proefschrift wordt een methode beschreven die het verzekeren en onderhouden van consistentie tussen het lopende systeem en onderliggende modellen voor samenwerkingsbanden ondersteunt. We presenteren een gestructureerde en modelonafhankelijke methode voor het checken en onderhouden van consistentie. Daarbij ligt de focus op het identificeren en onderhouden van relaties tussen de verschillende modellen.

We valideren onze methode door middel van twee case studies in twee verschillende onderzoeksgebieden. Het eerste scenario gebruikt business- en coördinatiemodellen, terwijl het tweede scenario over Web service composites gaat. Verder worden beide scenario’s geïmplementeerd als proof-of-concept evaluatie. We sluiten af met een empirische
validatie van het Web service compositie scenario door middel van een uitgebreid en interactief onderzoek onder 34 deelnemers. Dit onderzoek bevestigt de geschiktheid van onze managementoplossing voor praktisch gebruik.
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