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Abstract. In software development projects, process execution typically lacks 
automated guidance and support, and process models remain rather abstract. 
The environment is sufficiently dynamic that unforeseen situations can occur 
due to various events that lead to potential aberrations and process governance 
issues. To alleviate this problem, a dynamic exception handling approach for 
software engineering processes is presented that incorporates event detection 
and processing facilities and semantic classification capabilities with a dynamic 
process-aware information system. A scenario is used to illustrate how this 
approach supports exception handling with different levels of available 
contextual knowledge in concordance with software engineering environment 
relations to the development process and the inherent dynamicity of such 
relations.  
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1   Introduction 

The development of software is a very dynamic and highly intellectual process that 
strongly depends on a variety of environmental factors as well as individuals and their 
effective collaboration. In contrast to industrial production processes that are highly 
repetitive and more predictable, software engineering processes have hitherto hardly 
been considered for automation. Existing software engineering (SE) process models 
like VM-XT 1 or the open Unified Process 2 are rather abstract (of necessity for 
greater applicability) and thus do not really reach the executing persons at the 
operational level 3. In sparsely governed processes without automated data 
assimilation and process extraction, deviations from the planned process, exceptions, 
or even errors often remain undetected. Even if detected, an automated and effective 
exception handling is hard to find.  

To increase the level of standardization (i.e., usage, repeatability, conformance, 
etc.) of process execution, automated support for SE processes is desirable. To enable 



this in a holistic way, an automated solution should be capable of some kind of 
process exception handling so that the occurrence of exceptions does not deteriorate 
process performance. Further, automated process exception support will only be 
acceptable if it is not too complex or more cumbersome than manual handling 4. 
Automated handling implies automated detection of exceptions that depends on the 
capabilities of the system managing the processes 5. However, existing process-aware 
information systems (PAIS) are still rather limited regarding detection and handling 
of exceptions 6. Exceptions can arise for reasons such as constraint violations, 
deadline expiration, activity failures, or discrepancies between the real world and the 
modeled process 7. Especially in the highly dynamic SE process domain, exceptions 
can arise from various sources, and it can be difficult to distinguish between 
anticipated and unanticipated exceptions. Even if they are detected, it can be difficult 
to directly correlate them to a simple exception handler. Due to its high dynamicity, 
SE has been selected as first application domain, but the generic concept can also be 
applied to other domains. 

Two fictional scenarios from the SE domain illustrate the issues: 
- Scenario 1 (Bug fixing): In applying a bug fix to a source code file, the 

removal of a known defect might unintentionally introduce other problems to 
that file. E.g., source code complexity might increase if multiple people 
applied “quick and dirty” fixes. Thus, the understandability and 
maintainability of that file might drop dramatically and raise the probability of 
further defects. 

- Scenario 2 (Process deviation): In developing new software, the process 
prescribes the development and execution of a unit test to aid the quality of 
the produced code. For various reasons, the developer omits these activities 
and integrates the produced code into the system. This could eventually 
negatively affect the quality of that system. 

These scenarios demonstrate the various challenges an automated process 
exception handling approach for SE faces: Exceptions can arise relating to various 
items such as activities, artifacts, or the process itself. Many of these exceptions may 
be difficult to detect, especially for a PAIS without direct knowledge of the 
environment. It may also be unclear when exactly to handle the exception and who 
should be responsible. Generally, the knowledge about the exception can vary greatly, 
making unified handling difficult and the application of standardized exception 
handlers unsuitable. Both of the aforementioned scenarios will be used to show the 
applicability of our approach to SE processes and their exception handling. 

The remainder of this paper is organized as follows: Section 2 introduces the novel 
exception handling approach, followed by Section 3 showing its technical realization. 
An application scenario is presented in Section 4 and related work is discussed in 
Section 5. Finally, Section 6 presents the conclusion. 

2   Flexible Exception Handling 

To respond to the special properties of dynamic SE process execution, this paper 
proposes an advanced process exception handling approach. It is grounded on two 



properties: the ability to automatically gather contextual information utilizing special 
sensors and complex event processing; and second, an enhanced flexibility in the 
handling of the exceptions is achieved by the separation of different concerns 
regarding exception handling. These concerns include the determination of the 
responsible person or concrete insertion of counter measures into the process. 

Our approach can be roughly understood as an extended flexible variant of ECA 
(Event-Condition-Action) 8. The three phases are called Recognition, Processing, and 
Action here, as illustrated in Fig. 2. The steps involved in the phases of this approach 
rely on the following component definitions: 

Event: Event is used to capture a multitude of possible events that may occur 
during an SE project. These include, but are not limited to, events that can be related 
to various exceptions. Examples include the saving of a source code artifact in an 
integrated development environment (IDE) or the execution of a static source code 
analysis tool that provides certain metrics. These metrics can be indicative of an 
arising problem and thus lead to an exception. 

Exception: The notion of Exception is utilized to classify a deviation from the 
planned procedure that was recognized to have a potential negative impact on the 
process and thus should be dealt with to avoid such an impact. In literature 9, 
typically there is a distinction between anticipated exceptions, whose occurrence can 
be easily foreseen, and unanticipated exceptions. For anticipated exceptions, standard 
exception handlers can be defined. That is usually not possible for the unanticipated 
ones. Since SE projects typically feature a very dynamic process and it may be 
difficult so foresee a multitude of possible exceptions, our approach does not 
discriminate between anticipated and unanticipated exceptions. It also does not use 
standard exception handlers tied to specific exceptions. Flexibility is improved 
through the explicit separation of events, exceptions, handling of the exceptions, 
responsible persons, and the point in the process where a handling is invoked. Thus, 
occurring events can be classified and it can be separately determined whether 
exceptions shall be raised, what to do with them, when to do it, and who shall do that. 
Additionally, the approach manages different levels of knowledge about occurring 
events. Depending on that level of event knowledge, it can be decided whether a more 
generic exception shall be raised or rather a specialized one. Fig. 1 exemplifies 
different hierarchically structured exceptions belonging to three defined exception 
categories. 
 

 

Fig. 1. Exception hierarchy extract 

As stated in 10, anticipated exceptions occurring during the execution of pre-specified 
workflows include the following categories: activity failures, deadline expiration, 
resource unavailability, discrepancies (between a real-world process and its 



computerized counterpart), and constraint violations. These can be covered by the 
exception types Activity-related Exception, Artifact-related Exception, and Process-
related Exception depicted in Fig. 1. Consider Scenario 1 from the introduction: the 
code complexity of a source code artifact is very high and was introduced by some 
activity. The problem may be detected much later and relate more to the artifact than 
to the activity in that case. Furthermore, the appropriate person to deal with the 
problem could be the one responsible for the entire artifact rather than the last person 
who worked on it. 

Handling: The notion of Handling is used to describe activities executed as 
countermeasures for a triggered exception. Since SE exceptions are usually complex 
and of semantic nature, no simple rollback of the activities that caused the exception 
can be done. As an example, consider the activity of bug fixing (Scenario 1): While 
fixing a bug, this activity can also introduce additional problems to the code such as 
increased code complexity. This can happen when the person applying the bug fix is 
not the one responsible for the processed artifact. As a countermeasure, an explicit 
refactoring can become necessary. Handling neither comprises the person to execute 
these activities nor the time or point in the process where they are to be executed.  

Responsible: Responsible captures the responsible person for a Handling. As in 
Scenario 1, this can be the one who executed an activity introducing the exception or 
the one responsible for an artifact related to an exception. 

Target: Target is the point in the process where the Handling is executed. For 
certain exceptions, it can be suitable to integrate Handling directly into the workflow 
where the exception occurred whereas in other cases a separate exception handling 
workflow has to be executed. 

The procedure is illustrated in Fig. 2 and described in the following phases and 
steps. 

 

 

Fig. 2. Abstract Exception Handling Concept 

Recognition Phase: In this phase, low and high level events are gathered from the 
environment in the following steps: 

1. Event Detection: To enable automated assistance for exception handling, the 
detection of events related to exceptions must be automated. In a SE project, 
these events relate to processed activities and artifacts and thus also to 
supporting tools. Our exception handling approach utilizes a set of sensors that 
enable gathering of event information from various tools. 

2. Event Aggregation: Automatically recognized events relating to the tools in 
an SE project provide information about currently executed activities. 
Nevertheless, these events are often of rather atomic nature (like saving file) 
and provide no information about the complex activity a person is processing. 



Therefore, these atomic events need to be processed and aggregated to derive 
higher-level events of more semantic value (like the application of a bug fix). 

Processing Phase: In this phase, all necessary parameters for the exception 
handling are determined using the following steps: 

3. Event Classification: Event classification can be used to gain more 
knowledge about the event to be able to find a specific handling later. For 
example, if a static analysis tool detects deterioration in the quality of a source 
code artifact, it can be classified as to what kind of source code artifact it 
relates, e.g., an artifact that constitutes an interface of a component or a test 
code artifact. In order to effectively automatically the usage of the detected 
events, they must also be related to the current project. The current focus of 
the project should be considered, like the defined quality goals that can be 
important in various situations (the modeling of these for use with automated 
support has been shown in 11.) For example, if a static analysis tool detects a 
rise in code complexity of certain source code artifacts, and performance is 
very important for that project this may be no special event. However, it may 
be an important event if, for example, the most important quality goals are 
maintainability or reliability. These factors can be incorporated when deciding 
whether an exception shall be raised according to an event. 

4. Handling Determination: When an exception has occurred, it has to be 
decided when and how to take measures against it. This also depends on the 
current project situation. The situation can be classified using different 
parameters like risk or urgency (as shown in 12). If urgency is high, meaning 
there is a high schedule pressure on the project, one might decide not to 
address the exception immediately but to retain it for deferred handling. Since 
our approach, using event classification, can cope with different levels of 
knowledge about events, it might also be decided to retain an exception if the 
knowledge about it does not suffice for immediate automatically supported 
handling. 

5. Responsible Determination: If it is decided to take immediate action in case 
of an exception, the person responsible for that action has to be determined. 
There can be different possibilities: For example, if an exception relating to an 
activity occurred, the processor of that activity can be responsible or, if an 
exception occurred relating to an artifact, the responsible person for that 
artifact (or, e.g. source code package) can be also responsible for handling the 
exception. There may not be a direct responsible for each processed artifact, 
but responsibilities can be hierarchically structured to simplify determination 
of the responsible party (as described in 13). 

6. Target Determination: When the responsible party for handling the exception 
is determined, the concrete point in the process has to be determined where the 
handling is applied. As in Scenario 1, if a person introduced an exception 
while performing an activity and the respective workflow is still running, it 
can be feasible to directly integrate the handling into that workflow. In other 
cases, a new workflow for the same or another person can be started. 

7. Exception Retainment: If, due to various parameters of the situation, no 
immediate handling is favored, the exception is retained in a special exception 



container. That container can be analyzed, e.g., at the end of an iteration by the 
project manager. 

Action Phase: In this phase the concrete execution of the selected exception 
handling is done via the following steps: 

8. Handling Preparation: After all parameters for the handling of an exception 
are determined, the concrete handling has to be prepared, i.e., a new workflow 
instance has to be created or the handling has to be integrated seamlessly into 
a running workflow instance. 

9. Handling Execution: Finally, the prescribed handling is executed by the 
chosen person. 

10. Deferred Handling: When exceptions are retained, a human can decide for 
which exceptions a deferred handling is preferred. Therefore, an additional 
GUI will be developed presenting a list of retained exceptions and enabling 
manual determination of a handling or discarding of the exception. 

3   Proof-of-Concept Implementation 

The realization of the presented concept is based on our previously developed 
framework CoSEEEK (Context-aware Software Engineering Environment Event-
driven Framework) 14. The framework is intended to provide holistic support for the 
software development process and this paper presents the newly added exception 
handling approach on the process level. The framework features a loosely coupled 
event-driven architecture incorporating various modules. The modules relevant to this 
new approach will now be described briefly. 

Event Detection: This module builds upon the Hackystat framework 15, which 
provides a rich set of SE tool sensors, to enable the automatic detection of various SE 
events. Examples of these tools are IDEs or version control systems. 

Event Processing: Complex Event Processing (CEP) is applied in this module 
utilizing the tool esper 16. Thus, basic events like saving a file can be consolidated 
into higher-level events like bug fixing. 

Context Management: The Context Management module incorporates various 
types of information concerning users, activities and processes, and aggregated 
events. It manages the connection between the project context and the workflows and 
is responsible for determination of the exceptions as well as the handlings to be 
applied. Information is managed via semantic web technology: an OWL-DL ontology 
17 serves as an information store, while Pellet 18 is used for logical reasoning. 
Additionally, Pellet executes rules written in the semantic web rule language (SWRL) 
19. Note that the execution of SWRL rules does not endanger the decidability of the 
OWL-DL ontology in this case, since Pellet supports DL-safe rules execution 20. For 
programmatic access to the ontology, the Jena framework 21 is used. 

Process Management: The responsibilities of this module, in view of this 
scenario, include not only guarantees for correct process execution and reliability, but 
also adaptability of running workflows to be able to integrate contemporaneous 
measures for triggered exceptions. Therefore, AristaFlow 22 was chosen since it 
supports dynamic adaptations of running workflow instances. Further information on 



correctness guarantees, adaptation facilities, and other features can be found in [22]. 
For CoSEEEK to automatically govern workflow execution, and to connect this with 
contextual facts and apply automated workflow adaptations, the workflows have been 
contextually annotated in the ontology. This is illustrated in Fig. 3. The concept of the 
Work Unit maps an activity in process management and the Work Unit Container 
maps a workflow in process management. 
 

 

Fig. 3. Contextual process annotations 

In the following, the realization of the process illustrated in Fig. 2 shall be briefly 
described. The process can be initiated by various events detected from tools or 
triggered by users. These events are aggregated using predefined CEP patterns and 
then received by the Context Management module. Therein, the reasoner further 
classifies the events as exemplified in the following: 
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In the given example, a source code event constitutes an event that is related either 
to a source code file, an IDE, or a static analysis tool. After classification of the event, 
it is decided if an exception shall be raised due to the event. This is done by SWRL 
rules and exemplified in the following: 

SourceCodeComplexityEvent(EventSCE)  
∧hasGoal(currentProject, goalMaintainability) 

→ raisesException(EventSCE, CodeComplexityException) 
The example illustrates the raising of a ‘Code Complexity Exception’ if a ‘Source 

Code Complexity’ event occurs and one of the goals of the current project is 
maintainability. The creation of the individual exception in the ontology is done 
programmatically. Thereafter, it is determined with SWRL rules how this exception 
shall be handled. This decision can incorporate situational properties. In the 
aforementioned example of the ‘Source Code Complexity Exception’, it can be 
decided to retain the exception, e.g., if ‘Urgency’ is very high in the current project 
(or phase or iteration). This will connect the exception to a list associated to the 
project (or phase or iteration) to be decided upon later by a human. If the situation 
allows immediate handling, that handling is connected to the exception and the 
responsible party is determined. This is done with SWRL rules and depends on the 
type of exception as described in Section 2. The last fact to determine is the concrete 
target where the handling is to be applied. This is realized by Extension Points that 
are illustrated in Fig. 3. Via Extension Points, certain Work Units can be defined that 
enable extending the process. The former have certain properties to distinguish which 
kinds of extensions are possible (like the application of exception handling - for 



another example of their use we refer to 23). CoSEEEK automatically determines the 
next upcoming Extension Point and initiates automated integration into the running 
workflow as illustrated in Fig. 4.  

The contextual extension of the process management concepts does impose 
additional configuration effort since workflows would have to be modeled as well as 
concepts in the ontology. However, this effort can be limited: The direct mappings of 
the process management concepts can be automatically generated. Future work will 
include the development of web based GUIs to model the other required concepts 
(e.g., Extension Points) and their connections in the ontology. 

4   Application Scenario 

This section illustrates the application of the approach by means of Scenario 2. In that 
scenario, new source code is developed and the respective developer omits prescribed 
testing activities. Fig. 4A shows an excerpt of a workflow governing these activities 
(‘Implement Solution’, ‘Implement Developer Test’, ‘Run Developer Test’, ‘Integrate 
and Build’) modeled in AristaFlow.  

 

 

Fig. 4. Exception handling application 

After implementing the solution, the developer directly integrates his source code. 
The steps the system executes to handle that deviation (according to Fig. 2) are 
explained in the following. 
- Event Detection: The system detects that the user checks in certain artifacts by 

sensors in his IDE and the source control system. 
- Event Aggregation: From the detected events, the system derives the activity 

‘Integrate and Build’ for that user. Since this is not the next intended activity in 
the workflow, an ‘Activity Omitted’ event is created. 



- Event Classification: That event is then contextually classified: the omitted 
activities relate to testing and thus the event is classified as a ‘Testing Activity 
Omitted’ event. 

- Handling Determination: According to this event, an ‘Activity Omitted 
Exception’ is raised that includes information about the omitted activities and the 
executing person from the event. 

- Responsible Determination: For this type of exception, the developer who 
omitted the activities is also responsible for the handling. 

- Target Determination: In the given case, the workflow of the developer is still 
running. That means the respective Work Unit for the activity ‘Integrate and 
Build’ is still active. For that Work Unit, an Extension Point has been defined 
that can be used for handling extension integration. Thus, a direct integration 
into that workflow is chosen. 

- Handling Preparation: Utilizing the dynamic capabilities of AristaFlow, the 
handling is integrated into the running workflow instance. This is done by the 
on-the-fly insertion of a new activity during runtime that is connected to a sub-
workflow containing the handling as illustrated in Fig. 4B. Activity data 
dependencies are not shown for clarity and space reasons. 

Technical aspects regarding performance and scalability for different components of 
the CoSEEEK framework have been previously evaluated in prior work 111213. 

5   Related Work 

For automatically detecting exceptional situations and determining the actions (i.e., 
workflow adaptations) required to handle them, ECA-based (Event-Condition-Action) 
models have often been considered. Classically, many of these approaches limit 
adaptations to currently enabled and running activities (e.g., to abort, redo, or skip 
activity execution) 24. One approach to enable automated adaptations of the 
unexecuted regions of a running workflow (e.g., to add or delete activities) is 
AgentWork 25. It allows process adaptations to be specified at an abstract level and 
independent from a particular process model based on a temporal ECA rule model. 
Temporal estimates are made when an ECA rule fires during run-time to determine 
which parts of a running process instance are affected by the identified exception. For 
these parts, two types of changes are possible: predictive and reactive change. 
Predictive changes are applied immediately whereas reactive changes are applied at 
the time the concerned process fragments are entered. Another modern approach to 
workflow adaptation is presented in 26. It consists of a rule-based and data-driven 
approach to workflow adaptation. Therein, hierarchical context rules are utilized to 
tailor workflows to changing data-contexts. Additionally, for environments involving 
eventing paradigms, an event-driven adaptation pattern catalogue is also presented. 
An example for this is the context-dependent cancelation of a workflow segment and 
the triggering of a special handler task. These approaches are both event- and rule-
based as is CoSEEEK. However, they cannot utilize the variety of contextual events 
since they lack the environmental sensors integrated via Hackystat. Furthermore, 
these approaches are rather rigid in the way exceptions are handled since events, 



conditions, and relating actions are statically connected. CoSEEEK not only separates 
exception treatment into additional refinement steps, including semantic 
classification, but also allows for flexible assignment of handlings based on various 
factors. That way, an appropriate handling can be found for various situations and 
different levels of knowledge about a situation. CoSEEEK also enables greater 
flexibility for the handling itself by adaptively combining what is to be done, who 
shall do it, and where / when it is to be applied. 

Classical rule-based approaches concerning SE processes include MARVEL 27, 
OIKOS 28, or Merlin 29. In MARVEL, rules are defined in its own language to 
enable forward and backward chaining. Thus, the system can request additional 
activities from a user executing an activity to satisfy the preconditions of the desired 
action. OIKOS features rules defined in Prolog that are utilized by agents. These 
cooperating agents operate in different workspaces and enable user cooperation. 
Merlin also processes different contexts that are assigned to roles. Between these 
contexts, artifacts are distributed to foster collaboration. As opposed to these 
approaches, CoSEEEK features the combination of an extended flexible rule-based 
approach with an advanced adaptive PAIS, semantic classification abilities, and 
sensors providing contextual information. Therefore, process execution is more robust 
and the discrepancies between the real world and the modeled process are minimized. 

Exception handling could be accomplished utilizing only the PAIS. For example, 
most BPEL workflow engines support so-called fault handlers to enable some kind of 
exception handling, for instance 30. However, these engines do not typically possess 
process adaptation abilities. While AristaFlow supports this capability and enables 
exception handling 31, yet in contrast to CoSEEEK the automatic exception handling 
abilities of these systems are rather limited because they lack both access to context 
information and semantic reasoning or classification capabilities. 

6   Conclusion 

SE is a very dynamic and yet immature domain and thus poses a significant challenge 
for process management. Process models are often abstract and document-centric and 
not directly utilized in process execution. Moreover, processes are dependent on a 
variety of environmental and contextual factors. Appropriate process automation 
could enhance quality and repeatability in SE to better connect the abstract processes 
with the operational level. However, such a process automation system must be able 
to accommodate these various aspects and be able to deal with a variety of unforeseen 
situations regarding process execution in order to provide real support and be 
relevant. This paper presents an extension to the CoSEEEK framework enabling a 
flexible exception handling approach incorporating diverse features to support the 
dynamic SE process:  
- Exception occurrence detection is supported by a set of sensors gathering 

environment knowledge and by CEP that combines those events to derive 
higher-level events with more semantic value. 

- Semantic web technology is integrated to enable classification of events based 
on various factors like the current situation or the goals of a project. The 



proposed approach can deal with different levels of knowledge concerning 
events and exceptions and thus does not require the separation between 
anticipated and unanticipated exceptions. 

- The combination of environmental awareness with the semantic capabilities also 
enables the discovery of links between activities and exceptions that have no 
direct connection. 

- The flexibility of the handling is enhanced by separating the determination of the 
handling, the responsible party, and the target of the handling. 

- Featuring the dynamic adaptation capabilities of AristaFlow, exception handling 
is automatically and seamlessly integrated into users’ running workflows. 

- If, due to various reasons, a contemporaneous handling is not favorable, deferred 
handling and analysis of exceptions are also enabled. 

Future work will include the industrial application to evaluate the suitability of the 
approach for real life projects and to refine and extend the modeling in alignment with 
industrial requirements. It is also planned to extend the deferred handling with 
exception grouping and exception filters to cope with very high exception load 
situations or repetitive exceptions. Finally, the application in other domains is also 
considered, as the approach itself is generic. Therefore, facilities to gather contextual 
information in these environments have to be developed or integrated. 
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