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Summary. Companies increasingly adopt process-aware information
systems (PAISs) to model, enact, monitor, and evolve their business
processes. Although the proper handling of temporal constraints (e.g.,
deadlines and minimum time lags between activities) is crucial for many
application domains, existing PAISs vary significantly regarding the sup-
port of the temporal perspective of a business process. In previous work,
we introduced characteristic time patterns for specifying the temporal
perspective of PAISs. However, time-aware process schemas might be
complex and hard to understand for end-users. To enable their proper
visualization, therefore, this paper introduces an approach for transform-
ing time-aware process schemas into enhanced Gantt charts. Based on
this, a method for creating personalized process schedules using process
views is suggested. Overall, the presented approach enables users to easily
understand and monitor time-aware processes in PAISs.
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1 Introduction

Companies strive for improved life cycle support of their business processes [1].
In particular, IT support for modeling, enacting, and analyzing these processes
results in competitive advantages [2, B]. In this context, process-aware information
systems (PAISs) offer promising perspectives for process automation. In particular,
they allow defining a business process in terms of an explicit process schema and
executing respective process instances in a controlled and efficient manner [I].

Existing PAISs vary significantly regarding their support of the temporal
perspective of processes [4, [5]. However, integrating the temporal perspective in a
PAIS is crucial, since most business processes must obey temporal constraints [6].
Moreover, in many application domains the proper handling of temporal con-
straints is vital in order to successfully complete a process (e.g., flight planning,
patient treatment, and automotive engineering) [7, [§]. By contrast, different kinds
of planning tools (e.g., project management tools) exist, providing sophisticated
facilities for handling and visualizing time constraints. However, these tools lack
an operational process support, which is needed for proper visualization and
systematic analysis of the temporal perspective in PAISs.

Generally, when incorporating the temporal perspective complex and large
process schemas may result, which are difficult to comprehend for users. In
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particular, it is important that all users involved in a business process are aware
of respective temporal constraints [9]. To tackle this challenge, we introduce an
approach transforming a time-aware process schema to an extended version of
Gantt charts. Note that Gantt charts are well known in project management [10].
In particular, Gantt charts allow users to easily perceive and assess temporal
properties of time-aware processes. However, despite their simplicity, representing
an entire time-aware process schema as Gantt chart might be complex and
inappropriate for end-users. To address this issue, we provide mechanisms for
abstracting a process schema (and the respective Gantt chart) to meet specific
requirements of a particular user. This allows providing personalized process
schedules for each user and thus reducing the complexity of time-aware process
schemas.

Sect. [2] discusses related work. Sect. [3] introduces fundamentals required
to understand this paper. Sect. 4] describes the transformation of time-aware
processes to Gantt charts. Sect. [5| shows how personalized process schedules can
be created based on respective Gantt charts. Finally, Sect. [6] concludes the paper.

2 Related Work

Gantt charts have been used for visualizing project plans for a long time [I1],
10]. Nowadays, almost all project management tools offer a Gantt chart-based
appearance of project plans [10]. Furthermore, extensions to Gantt charts have
been proposed in different application domains. Such an approach is provided by
AsbruView [12], which was originally introduced for therapy planing; in particular,
it extends Gantt charts with minimum/maximum durations and provides basic
support for loops as well as conditional routing. Still, it does not consider some of
the specific requirements found in the context of PAISs (e.g., time lags between
activities).

In turn, considerable research has been conducted concerning the modeling and
verification of time-aware processes [13], [0 14} [I5]. However, respective approaches
either rely on traditional process appearances (e.g., BPMN) for visualizing time-
aware processes or do not consider visualization issues at all. Closest to this work
is the proposal made by Eder et al. regarding personal schedules [9]. In particular,
a personal schedule contains all (future) activities assigned to a specific user
and suggests an optimal execution order for them according some optimization
strategy. Thereby, the activities of all process instances executed in the PAIS are
considered, i.e., the activities of a personal schedule may originate from instances
running on different process schemas.

3 Backgrounds

This section provides basic notions. Sect. discusses fundamentals on time-
aware processes, while Sect. introduces Gantt charts.
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Fig. 1: Well-structured Time-aware Process Schema

3.1 Fundamentals on Time-aware Process Schema

A process schema is described in terms of a directed graph whose node set
comprises activities and gateways. Thereby, an activity corresponds to a human
task, requiring user interaction, or an automated task. In turn, gateways may
be categorized as AND/XOR-gateways and may be used for modeling paral-
lel/conditional branchings, and loops. (Note that the latter are expressed through
XOR-gateways.) Control edges between activities and/or gateways represent
precedence relations, i.e., the control flow of the process schema (cf. Fig. .

This paper, presumes that process schemas are well-structured [16], i.e.,
sequences, branchings (of different semantics), and loops are specified as blocks
with well-defined start and end nodes having the same gateway type. These
blocks, also known as SESE (single-entry-single-exit) blocks (cf. Fig. , may be
nested, but are not allowed to overlap.

Regarding the temporal perspective, the following time patterns (TP) are
considered in the following: time lags between two activities (TP1), duration
(TP2) of activities and processes, and cyclic elements (TP9). These pattern are
selected since they are the most relevant ones in practice. A full list of time
patterns for PAISs as well as their formal semantics are described in [4} 5] [17].

An activity duration (TP2) restricts the time span allowed for executing an
activity, i.e., the time span between the start and end events of the activity [5] [17].
We assume that each activity in a process schema has an assigned duration.
Activity durations are expressed in terms of a time interval [MinD, M ax D] with
1< MinD < MaxzD (cf. Fig. . In addition, a process schema itself may have a
process duration (TP2) representing the allowed time span between the start
and end of corresponding process instances [5], [I7].

Time lags between two activities (TP1) restrict the time span between
start/end events of two activities [Bl [I7]. Such a time lag may not only be defined
between directly succeeding activities, but between arbitrary activities, presuming
they may be conjointly executed in the context of the same process instance. A
time lag is visualized by a dashed edge with a clock (cf. Fig. . The label of the
edge specifies the constraint: (Is) [MinD, MaxD)] (Ir), where (Ig) € {S, E} and
(IT) € {S, E} mark the events (i.e., start/end) of the source/target activity; e.g.,
S[10,20] F expresses that the time lag between the start of the source activity
and the end of target activity shall be between 10 and 20 time units.

Cyclic elements (TP9) restrict the time span between activity instances of
different iterations of a loop [5l [I7]. This includes instances of the same activity
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as well as different activities of a loop. Like time lags, a cyclic element is visualized
by a dashed edge with a clock between the source and target activity (cf. Fig. [1)).
To distinguish between the two, the label of a cyclic element is annotated with
a “*” next to the allowed range: (Is) [MinD, MaxD]* (IT).

3.2 Fundamentals on Gantt Charts

Gantt charts are used to visualize schedules in the con-
text of project management [111 [10]. Generally, a Gantt
chart is a bar chart that displays activities of a project
on a time line together with their temporal relationships.
Each activity has a dedicated start and end time. For
example, in Fig. 2] activity A is planned to start at
t = 0 and end at ¢t = 15. The horizontal length of an activity represents its
duration. Usually the average duration of activities is visualized. In particular, it
is not possible to visualize the minimum and maximum duration of an activity.
Directed edges between activities represent temporal relationships. To be more
precise, Gantt charts support start-start, end-start, and end-end relationships. A
start-start relationship expresses that both activities start at same time (e.g., B
and C in Fig. . In turn, an end-start relationship indicates that an activity may
start after finishing another one (e.g., A and B). Finally, activities with end-end
relationship must be finished at same time (e.g., C and D).
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Fig. 2: Gantt Chart

4 Gantt-based Visualization of Time-aware Processes

4.1 Transforming Process Schemas to Gantt Charts

This section shows how to transform a well-structured time-aware process to
a corresponding Gantt chart. Compared to traditional Gantt charts, however,
time-aware process schemas are more expressive (cf. Sect. , e.g., considering
minimum and maximum activity durations, minimum and maximum time lags
between activities, exclusive choices, and loops. Consequently, Gantt charts must
be extended to allow for a mapping of time-aware process schemas to them. We
denote this extension as extended Ganitt (eGantt) chart.

Activity Transformation. When trans- Min MaxD
forming a time-aware process schema to :> ::::E
an eGantt chart, each process activity '
A must be mapped to a corresponding Fig. 3: Visualizing an Activity
eGantt activity A (cf. Fig. . Thereby, the length of the bar is chosen according
to the minimum duration MinD of A. In addition, a dashed bar is appended
visualizing the maximum duration MaxzD of A, i.e., length of the dashed bar is
MaxD—MinD. In case MaxD=MinD, the dashed bar is omitted. Overall, this
allows users to easily perceive and assess temporal properties of activities.
Sequence Block Transformation. To transform a sequence of process activi-
ties to an eGantt chart, the temporal relationships between the activities must
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Fig. 4: Time-centric Process Appearance Alternatives

be taken into account. However, since actual activity duration is unknown at
build-time no distinct position exists to place the start of succeeding activities
on the time line. Even if the minimum/maximum duration of each activity is
known at build-time the actual duration will be only known at run-time after
completing the activity. To address this, for each process activity, four time
values are calculated based on the temporal information provided by the process
schema [I3], [T4]: earliest start time (EST), earliest finish time (EFT), latest start
time (LST), and latest finish time (LFT). Note that these values are known from
project planning techniques as well [I8]. In particular, they provide a reference
frame for the temporal properties of a process schema. Moreover, these values
enable us to derive the critical path of a process schema which is essential for
evaluating its temporal properties. Based on these values, eGantt defines two
time-centric process appearances:

— As-Soon-As-Possible (ASAP): Each activity is assumed to be started at its
earliest possible start time and to be completed after its minimum duration (i.e.,
at its EFT). Consequently, the succeeding eGantt activity (i.e., the respective
bar) starts at its EST (cf. Fig. [dh).

— As-Late-As-Possible (ALAP): Each activity is assumed to be started at its
latest possible start time and to be completed at its LE'T. Hence, the succeeding
eGantt activity starts at its LST (cf. Fig. [dp).

To be able to fully assess temporal properties of a process schema, in general,
it is necessary to know both the EST and LFT of the corresponding activities.
Hence, when choosing ASAP as eGantt appearance, a dashed bar with an arrow
is attached to each eGantt activity visualizing its LFT (cf. Fig. [4h). In turn,
when choosing ALAP as eGantt appearance, a dashed bar with arrow is placed
before the respective eGantt activity visualizing its EST (cf. Fig. )

eGantt activities are connected by arrows indicating their temporal relation-
ship (i.e., precedence relations). Regarding ASAP appearance, the arrow starts
at the EFT of the first and ends at EST of the second activity (cf. Fig. )
Concerning ALAP appearance, the arrow starts at LF'T of the first and ends at
LST of the second activity (cf. Fig. ) Due to lack of space, we focus on the
ASAP appearance for the remainder of this paper.

Following this, time lags between activities need to be considered. For each
time lag an arrow is added between the respective activities. Depending on
the type of eGantt appearance (i.e., ASAP or ALAP), the arrow connects the
EST/EFT or LST/LFT of the activities according to the kind of time lag (i.e.,
start-start, start-end, end-start, or end-end). Note that, time lags affecting the
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Fig. 6: Parallel Gateway Visualization (ASAP)

start or end time of an activity are taken into account through calculating
respective time values (i.e., EST, LST, EFT, and LFT).

Ezample 1 (Activity Sequence). Consider the process schema depicted in Fig.
It contains three sequential activities with defined time lags between A and C as
well as B and C. In particular, the time lag between B and C requires that the
earliest start time of C is 10 time units after completion of B. Consequently, the
EST of C must be delayed by 10 time units (cf. Figs. [fa+b). In turn, the time
lag between A and C requires that C must not be started more than 25 time
units after completing A. Note that this has no impact on the EST, but requires
the LST of activity C to be restricted to time point 35. Regarding Fig. [Bh, it is
noteworthy that the time lag between A and C has no impact on the earliest
start or end time of C. Particularly, the time lag is not part of any critical path.

Generally, temporal relations not part of a critical path are visualized using a
dashed grey line instead of a solid one (cf. Fig. ) This way, the critical path,
being essential for evaluating temporal properties, can be recognized by users.
Parallel Block Transformation. Regarding the transformation of parallel
blocks a similar approach is taken. When using ASAP appearance, activities
directly succeeding an AND-split (i.e., all branches) may be started after complet-
ing the preceding activity. However, it might become necessary to delay the start
of one or more branches due to the presence of a time lag (cf. Fig. @ Following
this, the earliest end time of a parallel block is determined by the latest EF'T
of all branches (cf. Fig. @ In fact, a subsequent activity must not be started
before having completed all branches of the parallel block.

Conditional Block Transformation. Exclusive choices are not supported by
traditional Gantt charts. As particular challenge, during run-time, only one of
the branches is executed. Generally, it is therefore not possible to determine
an exact EST/LST for activities succeeding a conditional block. To support
exclusive choices, our eGantt charts introduce distinct conditional containers.
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These encapsulate all branches of an exclusive choice and are marked with a
diamond containing an 'X’-symbol on the top right (cf. Fig. [7]). Furthermore,
respective branches are visually separated through a horizontal line. In the context
of ASAP appearance, the activity succeeding the XOR-join is then positioned
according to its earliest EST in all alternative execution paths, i.e., branches (cf.
Fig. 7).

Loop Block Transformation. Like conditional blocks, loop blocks have not
been considered in Gantt charts so far. Therefore, eGantt charts introduce loop
containers for visualizing loops. In turn, these containers are marked by a diamond
containing a loop symbol on the top right (cf. Fig. . Generally, loops may be
considered as extension of an exclusive choice (see [15]): After each iteration,
a decision is made whether to exit the loop or insert another copy of its loop
block; eGantt charts adopt this. In particular, when visualizing a loop, a single
iteration is added to the loop container in the eGantt chart. Next, a “virtual”
second iteration (partially translucent) is added to indicate that the loop body
may be executed again (cf. Fig. . The activity succeeding the loop is positioned
according to the first iteration. Otherwise, it might not be possible to calculate
the LST of this activity (i.e., no maximum number of iterations is available).
However, to indicate the open end of this eGantt activity, the bar representing
the LFT does not end, but fades out after the point of LFT calculated based
on the first iteration (cf. Fig. . Finally, any subsequent activity is positioned
according to the EST/EFT which has been used to position the eGantt activity.

4.2 Executing eGantt-based Process Appearances

When executing a time-aware process schema respective temporal constraints
need to be monitored. Furthermore, users need to be informed about the progress
of the process instance and its temporal properties. eGantt supports this by
providing a run-time visualization (cf. Fig. E[)
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Fig. 9: Run-time Visualization of eGantt Charts

When instantiating a process schema, first of all, the corresponding eGantt
chart is configured according to the current time; i.e., the time line is adapted to
reflect the time the process is executed (e.g., 9:10 am in Fig. E[) Next, a progress
line is added to represent the current point in time on the time line (cf. Fig. @a)
Finally, execution state symbols are used to visualize the state of the activities,
e.g., an activity may be activated (but not yet running), running, blocked (due
to a minimum time lag), or completed.

When executing a process instance, initially, its first activity enters execution
state activated (cf. Fig. @1) To reflect the current time, an activity in this state—
together with the progress line—moves along the time line until it starts. Further,
all other activities also move along the time line reflecting the pending start of
the first activity (cf. Fig.[Op). This visualization allows users to correctly assess
future execution times of subsequent activities as well as temporal properties of
the process instance at any time.

As soon as the activity is started by a user, it stops moving and switches to
execution state running (cf. Fig. |§|b) At this point, the LFT is the same as the
current time plus the maximum duration of the activity, i.e., the bar visualizing
the LFT is removed. As soon as the activity duration exceeds the minimum
duration, succeeding activities start moving again to reflect this.
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When completing an activity, the length of its bar is adapted according to its
actual execution duration. The positions of subsequent activities on the time line
are the adapted according to the actual duration of the preceding activity (cf.
Fig. @1) Next, the succeeding activity is either marked as blocked or activated. An
activity is blocked, if a minimum time lag has not been reached yet (cf. Fig. |§|d)
and the user must wait before executing it. In turn, an activity in state activated
may be started by the user (cf. Fig. @e) When reaching the end of the process
instance, the eGantt chart visualizes the actual durations and execution history
of the process instance.

5 Embedding eGantt charts in a Process Management
Framework

We incorporated the presented eGantt charts in the proView framework to
create personalized process schedules; proView aims at supporting users in
interacting with large business process schemas and evolving them at a high
level of abstraction [I9, 20]. For this purpose, personalized and updatable process
views (cf. Fig. 2) are created for each user role, abstracting from large and
complex process schemas stored in the central process repository (cf. Fig. |10} 1).

A process view abstracts from a large process schema by hiding non-relevant
process elements (i.e., reduction operation) or by combining them to an abstracted
node (i.e., aggregation operation). Fig. [11| gives an example of how such a process
view is constructed in proView (see |21 22] for details).

When applying view creation operations, superfluous gateways or AND
branches without corresponding activities might result. Therefore, the schema of a
process view is simplified through behavior-preserving refactorings (cf. Fig. |10} 3),
e.g., AND-gateways of a parallel branching with only one remaining branch are
removed. Furthermore, proView allows transforming the resulting process view
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Fig. 12: Creating Personalized Process Schedules

into a personalized visual appearance (cf. Fig. 4), e.g., a textual, form-based,
and tree-based representation, or—as suggested in this paper—an eGantt chart.
Using the resulting visual appearance (cf. Fig. 5) , the user may then read or
update the process schema [23| [24]. Finally, proView supports process execution
(cf. Fig. 6). In this context, run-time information is added to process views
and process appearances (e.g., eGantt charts).

5.1 Creating Personalized Process Schedules

We present a two-step-method for creating a personalized process schedule
visualizing a time-aware process schema for a particular user. To illustrate this
method, Fig. |12]introduces a simple scenario related to a bank account creation
process. This process involves a clerk, team leader, and manager. The clerk
consults the customer and prepares the creation of the account. In turn, the team
leader checks whether the account creation is accepted or declined. Finally, the
clerk informs the customer about the decision. Furthermore, a manager supervises
overall process execution. All activities have minimum and maximum durations
indicating the time a user is expected to work on the particular activity. Further,
there is a time lag expressing that after consultation of the customer, he gets the
decision after 40 time units the earliest and 85 time units the latest. To create
personalized process schedules, for each user as well as for the manager requiring
an abstract overview of the process, the following two steps are performed:
Step 1. First, role-specific process views are created for the given process
schema to abstract from particular process aspects. In our context, three process
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views are required. High-level view creation operation ShowMyActivities creates
a process view for roles clerk (cf. Fig.[[2b) and team leader (cf. Fig.[12k) eliminat-
ing activities not performed by them. Furthermore, operation AggregateAgents
combines SESE blocks performed by the same user to one abstracted activity
(cf. Fig. [121). Note that the time lag between activities Consulting Customer
and Send Decision is maintained for process views V1 and V3. In particular,
view operation AggregateAgents needs to adjust the time lag since the original
source activity is aggregated. For this, the source of the time lag is adapted to
the start of the aggregated activity Prepare Account. View V2 does not include
the time lag anymore since it is not relevant for the respective user.

Step 2. The eGantt chart transformation is performed by applying the
transformations described in Sect. [ to the created view schemas. Note that the
gap before activity Send Decision in view V1 is due to combination of the time
lag and the elimination of the team leader’s activities; i.e., before executing this
activity, the clerk must wait until preceding activities of the team leader are
completed and the minimum time lag is reached. Since view V2 has no such
temporal relationships, no gap is visualized in the eGantt chart. Finally, the
eGantt chart of V3 shows the aggregated SESE blocks of the users involved. V3
and its eGantt chart appearance give a comprehensive and abstract overview
of the temporal information captured in the time-aware process schema Bank
Account Creation.

6 Summary and Outlook

We introduced personalized process schedules based on time-aware process
schemas. For this, time-aware process schemas are abstracted using high-level
view-creation operations. Based on personalized process views, the transformation
to extended Gantt charts is described. In particular, our process visualization
approach enables users to easily understand the temporal perspective of process
schemas. In future work, we evaluate proposed eGantt charts and fully implement
them in the proView framework including its execution environment. Further,
we will develop time-centric view operations as well (e.g., to only show activi-
ties executed within a certain time frame). Finally, temporal information shall
be extracted from process logs using process mining techniques. In turn, this
information will be used to refine respective eGantt charts.
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